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Abstract  

 

Security is a fundamental aspect of programming. However, even experienced developers find it difficult 
to always write secure code or overlook key security flaws. Therefore, it is crucial to provide additional 

guidance to students who are learning to program in a new language or environment, so that they can 
understand how to use and write secure code. The goal of our work is to create a chatbot with an 
authoritative knowledge base on secure programming to help teach student developers how to write 
secure code, instead of having them rely on common sources of readily available help on the Internet 

such as tutorials and question and answer sites, which often teach insecure practices and provide 
example code containing vulnerabilities. To this end, in the first part of our work, we designed, 
implemented, and evaluated a novel chatbot with a knowledge base covering secure programming in 
PHP using the Rasa framework, we evaluated the user experience with the chatbot, and compared 
students' intent to adopt chatbots in comparison with other information sources such as question and 
answer sites. Participants solved secure web programming problems in a custom web application 
developed for the experiment with the aid of either the chatbot or their choice of Internet resources. In 

the second part of our study, we compared the performance of our novel chatbot with that of GPT-3 in 
terms of comprehension of students' questions, correctness, completeness, and security of the answers.  
Our findings about the overall user experience suggest that chatbots can be utilized as a more 
convenient support tool with respect to other systems, such as search engines. In our comparison of 

the novel chatbot with GPT-3, we found that while GPT-3 performed better in terms of understanding 
students' questions, our chatbot outperformed it in terms of correctness and security of the answers. 
 

Keywords: Secure programming, software security, chatbots, user experience, GPT-3, OpenAI. 
 
 

1. INTRODUCTION 
 
Learning to create web applications involves 

acquiring multiple skills simultaneously, including 
writing source code in a new programming 

language, using a development environment for 
the first time, and ensuring the security of the 
code and the data being stored. The latter aspect 

is especially important in the development of 
server-side and full-stack applications, where 
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novice programmers and students are faced with 

the additional challenge of exposing their code 
and users' data to a larger audience and greater 
cybersecurity risks. 

 
Unfortunately, security often is considered among 
the least important skills by students, because 
the impact of insecure code is not immediately 
evident to them. While it is easy to test the 
functionality of a feature in a web application 
(e.g., adding an item to its database), students 

need additional knowledge and skills to verify that 
the application performs functions securely.  
 
Even if security is considered equal in importance 
to functional requirements, it can be difficult to 
learn secure programming due to the problem of 

identifying accurate sources of information about 
security, the difficulty of using Application 
Programming Interfaces (APIs) securely (Green & 
Smith, 2016; Olivera et al., 2018) the complexity 
of testing security flaws in software (Tahaei & 
Vaniea, 2019), and the evolution of new types of 
vulnerabilities in web applications (Hiesgen et al., 

2022). While incorrect information on security 
topics is often associated with online sources like 
Stack Overflow (Fischer  et al., 2017; Rahman et 
al., 2019; Zhang et al., 2021), even college 
textbooks contain insecure code examples 
(SANS, 2008). 
 

Helping students avoid sources of code with 
security flaws has become an even more urgent 

challenge with the recent introduction of 
generative AI tools, such as ChatGPT (ChatGPT, 
2022), GPT-3 (Brown et al., 2020), and GitHub 
CoPilot (GitHub, 2022). While ChatGPT and GPT-

3 are based on large language models, both tools 
can generate source code and answer questions 
about programming. CoPilot on the other hand is 
a powerful code autocompletion tool. However, as 
CoPilot's very large training dataset includes both 
secure and insecure source code, its output can 
also contain security vulnerabilities (Asare et al., 

2022; Pearce et. al, 2022). 
 
Our goal is to provide students with tools that can 
help them learn secure web development from 

reliable and secure code. In the first part of our 
work, we created a chatbot to answer their secure 
programming questions. The chatbot has a 

curated knowledge base with accurate 
information and secure code snippets for web 
programming in PHP and for connecting to and 
querying a MySQL database. Designing a chatbot 
specific to our web programming course enabled 
us to address both problems associated with 

learning secure programming. The knowledge 
base was focused on the security issues and APIs 

that students encountered in their class, and it 

was created with accurate information about 
security issues. 
 

The chatbot was initially introduced in a web 
development course in the Spring semester of 
2021, when we designed an initial experiment 
and collected data about the overall design of the 
tool and its integration within a custom website 
that was used as a learning and development 
environment. Data from our first study were 

utilized to evaluate the appropriateness of the 
system, improve the knowledge base (e.g., add 
code snippets), and improve the learning 
environment and its integration into the course. 
After revising the chatbot and learning 
environment based on our students' feedback, we 

tested the revised version with a group of 
students enrolled in a web programming course 
in Fall 2021. We reported our findings in a 
previous study (Walden et al., 2022), where we 
discussed user experience and adoption 
dynamics. 
 

OpenAI released ChatGPT, their GPT-enabled 
chatbot on November 30, 2022, only a few weeks 
after we presented our study at EDSIGCON. The 
release of ChatGPT inspired us to compare the 
performance of our custom secure programming 
chatbot with that of large language models. As 
news about ChatGPT was reported widely, the 

number of users soared and the chatbot became 
difficult and unreliable to access due to high 

demand, frequently producing errors or failing to 
work in the middle of a session. Therefore, we 
decided to use OpenAI's API to access the 
underlying GPT-3 language model on which 

ChatGPT was built for our comparison. We 
evaluated the performance of our custom chatbot 
and GPT-3 in terms of comprehension, 
correctness, completeness, and security. We used 
the same student queries from our original study 
to evaluate the performance of GPT-3. 
 

In this paper, we present the results of our 
complete work. The contributions of our work are 
as follows: 
1. The development of a custom chatbot to 

support learning secure programming 
practices in PHP. 

2. The evaluation of how effective the chatbot is 

in helping students write secure code. 
3. An analysis of the correctness and security of 

answers provided by GPT-3 in comparison 
with a chatbot trained with a custom 
knowledge base. 

 

This journal paper is an extension of our original 
conference paper (Walden et al., 2022), adding 
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the comparison of answers provided by our 

custom secure programming chatbot with 
answers provided by GPT-3. Sections 3 through 5 
of this journal paper are taken verbatim from the 

original conference paper. The Related Work 
section is also taken from the conference paper, 
except for the subsection on GPT-3. The new 
section 6 focuses on the comparison of our secure 
programming bot with GPT-3. The introduction 
and conclusion have been rewritten to include the 
comparison with GPT-3. 

 
2. RELATED WORK 

 
Resources for Learning Secure Coding 
Acar et al. studied the effect of developers' use of 
different information sources on the functionality 

and security of the code they produced (Acar et 
al., 2016). The authors divided developers in their 
experiment into four groups. The first three 
groups had access to single sources of 
information: books only, official Android 
documentation only, and Stack Overflow only, 
while the fourth group had free choice of 

information sources. Developers restricted to only 
using Stack Overflow produced significantly less 
secure code than developers using the official 
documentation or books. However, developers 
using only official documentation produced 
significantly less functional code than those using 
only Stack Overflow. 

 
Stack Overflow is the most popular question and 

answer site for software developers, including 
students. Multiple studies have found insecure 
answers and code snippets in answers for 
questions on a variety of programming languages 

and environments on the site (Fischer et al., 
2017; Meng et al., 2018; Chen et al., 2019; 
Fischer et al., 2019; Verdi et al., 2020). One 
study found that insecure answers received more 
up votes, comments, favorites, and views than 
secure answers (Chen et al., 2019). 
 

Automated Tools for Learning Secure Coding 
Automated tools can also make it easier for 
instructors to incorporate cybersecurity into their 
classes and can provide knowledge and feedback 

at the precise point in time when students need 
that. While there are a variety of tools used to 
assist developers in finding security 

vulnerabilities through static or dynamic analysis, 
there are few automated tools designed to help 
teach students about secure programming. 
CrypTool has been widely used to assist in the 
teaching of cryptography (Adamovic et al., 2018), 
but the focus of the tool is teaching how 

cryptography works rather than teaching how to 
write code to securely use cryptographic APIs. 

CryptoExplorer is a web search application that 

can provide insecure and secure examples of 
cryptographic API use, but it is aimed at 
professional developers (Hazhirpasand et al., 

2020). 
 
Plugins for Integrated Development 
Environments (IDEs) can provide secure 
programming assistance to students in the same 
environment in which they are writing their code. 
Whitney et al. incorporated secure Java web 

programming instruction into an Eclipse plugin 
called Educational Security in the Integrated 
Development Environment (ESIDE) (Whitney et 
al., 2018). ESIDE adds warning icons in Eclipse 
when problematic code patterns are detected. 
When students click on the warning, ESIDE 

provides multiple information options with short 
explanations and a link to a page that provides a 
detailed explanation of the potential security 
issue. ESIDE was based on an earlier plugin, 
ASIDE, created for professional developers (Xie et 
al., 2011). Nguyen et al. created a plugin to help 
professional developers write secure mobile code 

in Android Studio called FixDroid (Nguyen et al., 
2017). While FixDroid was not designed for 
educational purposes, it would be used for that 
purpose. 
 
Chatbots for Teaching and Learning 
The use of chatbots in education for a wide variety 

of purposes from providing deadlines to delivering 
course content is rapidly expanding (Okonkwo & 

Ade-Ibijola, 2021). A recent survey of chatbots in 
education found that chatbots serve in four 
pedagogical roles: learning, assisting, and 
mentoring (Wollny et al., 2021). The focus of this 

study is on the learning role. Educational chatbots 
have been used to help students learn a variety 
of skills, including computer programming. Both 
Python-bot (Okonkwo & Ade-Ibijola, 2020) and 
APIHelper (Zhao et al., 2020) were designed to 
help students learn how to program. 
 

Evaluation measures for tool adoption 
Security tools generally see poor adoption by 
professional developers, who usually prefer to 
look up information on the Internet, by visiting 

developer communities (e.g., Stack Overflow)  
(Tahaei & Vaniea, 2019), tutorials, and, more 
recently, videos on YouTube (MacLeod et al., 

2015).  Xiao et al. interviewed professional 
developers, exploring how security tool adoption 
was affected by social environments and 
communication channels (Xiao et al., 2014). They 
used the diffusion of innovation theory to 
evaluate the role of social influence and found 

that dynamics such as acceptance within the 
developers’ community are among the leading 
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factors that promote the adoption of tools that 

address security. 
 
Previous studies focusing on the adoption of 

chatbots in healthcare (Abd-Alrazaq et al., 2020) 
and finance (Sugumar & Chandra, 2021) found 
that user experience is a key factor and outlined 
a variety of technical measures that could be used 
to assess users' willingness to employ 
conversational agents. Almahri et al.  (Almahri et 
al., 2020) utilized a revised version of the UTAUT 

(i.e., UTAUT2), to analyze the specific user 
dynamics that affect the acceptance, adoption, 
and use of chatbots in universities in the United 
Kingdom. They found the performance of the 
chatbot to be the main predictor of the behavioral 
intention to use this type of technology. 

Furthermore, the authors of two studies 
(Sugumar & Chandra, 2021; Ling et al., 2021) 
highlighted that when users know that they are 
entertaining a conversation with a chatbot, their 
interaction tends to be more opportunistic and 
utilitarian with respect to their goal and less 
influenced by aspects that are more typical of a 

conversation with a human agent (e.g., 
empathy). 
 
New language models 
GPT-3 is the third-generation language prediction 
model of the Generative Pre-trained Transformer 
(GPT) model series (Brown et al., 2020). It was 

the largest language model, with 175 billion 
parameters (compared to 1.5 billion for GPT-2), 

when it was released by OpenAI in 2020. Given 
an initial text prompt, GPT-3 will generate text 
that would continue that prompt. When given a 
question as a prompt, the model will typically 

continue the prompt by providing an answer that 
question.  
 
On November 30, 2022, OpenAI released a GPT-
3 enabled chatbot called ChatGPT (ChatGPT, 
2022) that has quickly become popular in many 
contexts, including education, where its 

promising applications to improving student 
writing and coding also raises significant concerns 
about plagiarism and academic integrity (Zhai, 
2022). 

 
While the output of large language models like 
GPT-3 is syntactically correct and GPT responses 

can be difficult to distinguish from humanly 
written text (Brown et al., 2020), it is important 
to note that GPT-3 does not have any semantic 
understanding of its input or output. GPT-3 is an 
unreliable author, that can generate text that is 
not factual as well as text that is biased. It can 

even hallucinate facts and references that do not 
exist in its training data (Maynez et al., 2020). 

While GPT-3 is unreliable, it can still be useful in 

a variety of contexts if a human is kept in the loop 
to validate its output (Dale, 2021). 
 

GPT-3 can also generate source code in multiple 
programming languages. While GitHub released a 
dedicated tool called CoPilot (GitHub, 2022), a 
tool to autocomplete code snippets, GPT-3 and 
ChatGPT are both capable of producing source 
code output in response to queries. 
Unfortunately, studies of CoPilot have shown that 

generated source code in security relevant 
contexts frequently contains vulnerabilities 
(Asare et al., 2022; Pearce et. Al, 2022). 
 
3. DESIGN AND IMPLEMENTATION OF THE 

CHATBOT 

 
We developed a chatbot (SPbot) to assist 
students to write secure code in their course on 
web application development. The purpose of the 
chatbot was to provide an authoritative source of 
correct information on secure programming that 
was also easy to use. The server-side 

programming language used in the course was 
PHP, so we wrote all code examples in PHP. The 
chatbot was deployed as a web widget in a 
custom web application that presented web 
application security problems for students to 
solve. 
 

SPbot was based on the Rasa chatbot framework, 
an open-source project written in Python. Rasa 

includes both natural language understanding 
and dialog management capabilities. The major 
tasks in creating a chatbot are designing 
conversation flow, creating a knowledge base, 

and training the bot to associate questions with 
the correct answers in the knowledge base. The 
conversation flow was simple for the secure 
programming chatbot, tying single questions to 
single answers. 
 
During our development and testing process, the 

Rasa framework changed rapidly, including both 
API and data format changes. After starting 
development using version 1 of Rasa, we found it 
impossible to deploy the chatbot to new 

machines, because it became impossible to install 
the required dependencies from our saved conda 
environment. This combination of dependency 

problems and lack of security updates for Rasa 
1.x led us to update the bot's code and data to 
use version 2 of the Rasa framework before 
performing the experiment. 
 
We designed the secure coding knowledge base 

to include aspects of secure coding that were 
directly relevant to the topics students were 
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learning in the web development course, 

including authentication, input validation, cross-
site scripting, and SQL injection. In addition to 
answering conceptual questions, the bot could 

also provide code examples when asked. For 
example, one answer included example code 
showing students how to perform SQL queries 
with prepared statements. Figuring out how to 
include code snippets in Rasa's data files required 
some trial and error, as the documentation did 
not support this use case and the data file format 

changed from JSON to YAML between versions 1 
and 2 of the framework. 
 

The final step to creating the secure programming 
bot was training it to answer secure programming 
questions. The authors interacted with the bot 

repeatedly, asking the same questions in a 
variety of ways to build the initial version of the 

bot. Once the bot was working, we focused 
training on teaching the bot to distinguish 
between similar questions. For example, 
password security could refer to HTML form input 
fields, transmitting passwords over HTTPS, or 
securely storing passwords in a database. While 
training data for most question and answer pairs 

consisted of a couple dozen example questions, 
training data for related topics required 
approximately twice as many examples to ensure 
the bot could reliably provide the desired answer. 
 

4. EXPERIMENTAL STUDY: USABILITY 

ANALYSIS 
 

Materials and methods 
We realized an experimental study that evaluated 
perceived user experience and effectiveness of 
the chatbot in supporting students and beginner 
programmers in learning key cybersecurity 
concepts in client- and server-side web 
development, including well known security 

issues in web applications, such as cross-site 
scripting and SQL injection. 
 

To this end, we designed a custom web 
application in which users could interact with the 
chatbot while practicing with code challenges 
consisting in analyzing and fixing existing code 
snippets containing cybersecurity flaws. 

Screenshots of the web application can be seen in 
Figure 1. 
 

The web application contains five challenges, 
each addressing a key cybersecurity problem in a 
web authentication workflow. Participants were 
required to complete all five challenges. 
1. Front-end and web forms: use of correct input 

fields to prevent over-the-shoulder attacks 
when typing a password; HTTP requests and 
client-server communication (e.g., use of 

correct and secure HTTP methods and 

protocols to prevent man-in-the-middle 
attacks or information leaks). 

2. Server-side data processing: proper handling 

of data submitted via HTML forms to prevent 
missing input and code injection attacks. 

3. Password security: secure password validation 
and storage using hashing algorithms. 

4. SQL injections: use of prepared statements 
and other mechanisms for preventing 
potential database attacks. 

5. Cross-site scripting: use of systems for 
preventing phishing attacks and injection of 
scripts and snippets. 

 

For each challenge, the website provided 
participants with a description of the topic that 

the challenge focused on and a small piece of 
source code that contained security flaws.  

Subjects were required to complete an 
experimental task organized into three parts as 
follows: 
1. Topic and code review: participants were 

invited to learn more about the topic and 
analyze the content of the code snippet. 

1. Code analysis: subjects were asked to identify 

and submit a short report in which they 
described the security flaws. 

2. Bug fixing: the experimental software showed 
the original snippet and provided subjects with 
an editor in which they could write a revised 
version of the source code. 

 

Before starting the experiment, subjects were 

asked to complete a pre-survey to collect 
information about the participants, including their 
experience with cybersecurity and web 
development. Participants were given a 
maximum of 15 minutes to complete each of the 
three sections (i.e., 45 minutes total for one 
challenge). During this time, they could work on 

each of the three parts of the section with the help 
of either the chatbot or other information 
resources. 
 

Participants were split into experiment and 
control groups as follows. Group A was provided 
with the chatbot for challenges one, three, and 
five, whereas Group B was provided with the 

chatbot for challenges two and four (see Figure 
2). By dividing the participants into two groups, 
we provided subjects with the opportunity of 
using the chatbot as well as other resources in the 
experimental sections. Conversely, subjects did 
not get access to the chatbot in control sections. 
By doing this, they could compare their learning 

and programming experience and evaluate the 
value of the chatbot as a learning tool. 
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Figure 1. The experiment website 

  
Figure 2. Chatbot widget 

After participants completed each challenge, the 
website provided them with a short 

questionnaire. At the end of the entire 
experiment, after completing all challenges, 
participants were asked to evaluate their overall 
experience with the chatbot and to compare it 
with other resources they used during the 
experiment.  
 

Specifically, in our study, we analyzed intrinsic 
and extrinsic aspects that characterize user 
experience and the willingness to adopt and use 
technology. To this end, we utilized the UTAUT 
model, a widely adopted user experience 
framework that utilizes the five dimensions 
indicated below as predictors of the intention to 

adopt and use technology. 
− Performance expectancy. This aspect refers to 

the belief that the use of a particular 
technology will enhance the performance of 
an individual or will produce some advantage 
in realizing a task. 

− Effort expectancy. This is a two-fold measure: 
on the one hand, it refers to the perceived 
skillset required to be able to utilize a system 
and the expected learning curve (human-
machine co-evolution). Simultaneously, it 
relates to the extent of convenience perceived 
in using the system. 

− Social influence. This component refers to the 
user’s perception of beliefs or impressions 
that the product will generate in others (their 

milieu, their social group, or the external 
community). This includes the ability of a 
device to improve the social status of an 
individual or to create a desired social image. 

Moreover, this measure involves social 
acceptance of technology in each context of 
reference. 

− Facilitating conditions. Extrinsic factors, such 
as battery life, device compatibility, and 
availability of product accessories and 
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features that render the product more 

versatile might be a driver for adoption. Also, 
the presence of technical support and a user’s 
guide might increase the likelihood of 

acquiring products. Switching costs and 
longevity are additional aspects that 
contribute to this dimension. 

− Hedonic motivation. Intrinsic factors that are 
not related to product experience are 
associated with individuals’ conditions or 
beliefs, social background, and education. As 

this often is a multifaceted aspect, we 
included open-ended questions to elicit 
participants’ comments and feedback. 

 
Participants 
A total of 20 individuals volunteered to participate 

in the experiment. Participants were recruited 
from a server-side web development course that 
taught PHP and MySQL. Subjects were aged 19-
32 (21 on average), 18 were males and 2 
females. Six were sophomores, eight were 
juniors, and six were seniors. They all had from 
one to three years of experience with 

programming, though they were not familiar with 
PHP and MySQL prior to the course and had never 
utilized a chatbot as a learning resource, though 
they were familiar with chatbot technology in 
other contexts. 
 

5. RESULTS  

 
Bot chat analysis 

We collected 25 student conversations with the 
chatbot. The number of conversations is greater 
than the number of participants, because 
students could exit the chatbot in one section 

then restart it in a different section of the 
experiment application. These conversations 
included 305 questions, 165 questions asked by 
students in group A and 140 asked by students in 
group B. We manually analyzed the questions and 
their answers to determine if questions were 
related to secure programming and whether the 

bot provided relevant answers to the questions. 
 
We found that 215 out of the 305 questions 
students asked the bot were related to secure 

programming. The remaining 30% of questions 
included technical questions about PHP, 
JavaScript, or SQL that were not related to 

security, greetings like ”hello”, tests of the bot 
like ”are you secretly a human?”, and general chit 
chat.  
 
The bot answered 213 (70%) questions correctly, 
including both secure programming and non-

programming questions like requests for 
information about the bot. Out of the 92 

questions answered incorrectly, 26 were not 

questions about secure programming. Incorrect 
answers for questions about secure programming 
questions fell into four categories: nonspecific 

questions (10), questions about topics not in the 
bot’s knowledge base (33), questions where the 
bot provided a wrong answer (22), and questions 
consisting solely of source code (1). 
 
Five of the nonspecific questions were requests 
for more information on the question that the bot 

had just answered. As the bot does not retain 
context, it is impossible for it to answer such 
questions. Other nonspecific questions including 
asking for code examples without specifying a 
topic and completely open questions like ”How?” 
Student questions included 688 words. The bot 

responded to these questions with 13,893 words. 
The top twenty most common words used by the 
students and the bot are listed in Table 1, while 
the word cloud diagram (see Figure 3) visualizes 
the frequency of student word use. 
 

User  
word 

User 
word 
count 

Bot  
word 

Bot 
word 
count 

password 42 code 723 

secure 34 password 521 

validate 31 input 393 

html 26 user 275 

email 20 data 218 

php 20 web 216 

code 18 php 211 

passwords 18 validation 183 

cross 16 passwords 172 

scripting 15 hash 165 

site 14 email 163 

forms 13 application 144 

sql 12 secure 144 

form 11 sql 136 

server 11 output 120 

xss 10 post 109 

get 9 filter 108 

input 9 function 108 

protect 9 length 107 

Table 1. Top 20 words  
 

 
Figure 3. Word cloud of chatbot interactions 
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The 26 conversations that students had with the 

chatbot consisted of 688 words. The bot 
responded to these conversations with 13,893 
words. The top twenty most common words used 

by the students and the bot are listed in Table 1, 
while the word cloud diagram below (see Figure 
3) visualizes the frequency of student word use. 
The three most common words (password, 
secure, and validate) are all relevant to security 
queries, indicating student concerns about how to 
use and store passwords and how to validate user 

input. 
 
Survey Analysis 
A total of 19 participants completed the 
experiment and responded to the surveys. One 
subject only finished two sections and, thus, we 

did not include their data in our analysis. First, we 
analyzed the overall perceived level of interaction 
with all the available resources, which is shown in 
Figure 4. Compound data from surveys about 
sections from one to five show that, when 
subjects were provided with it, the chatbot was 
the first type of resource used, as it represented 

35% of the queries. Search engines were the 
second preferred resource, utilized in 30% of the 
cases. Developer communities were ranked third 
in terms of preference, with 17% usage rate, 
followed by tutorials (9%), YouTube video (4%), 
other resources (3%), and books (2%). No 
statistically significant trends, differences, or 

training effects were found between individual 
sections, which shows that subjects did not 

increase or decrease the use of a specific resource 
throughout the experiment.  
 
Although our data show that subjects preferred to 

interact with the chatbot even if they were 
allowed to use other types of materials, students 
commented that they sometimes had to use 
additional resources to complete the challenge. 
This could be due to a lack of familiarity with 
interacting with such a chatbot and to the 
inherent switching cost with respect to systems 

that they already are familiar with and use. 
 
Subsequently, we analyzed participants’ 
responses with respect to the specific User 

Experience dimensions defined by the UTAUT 
model. As shown in Figure5, it is possible to 
identify two groups of resources based on 

participants’ responses. Search engines, the 
chatbot, and developer communities received 
very high scores in terms of adoption metrics, 
with average results of 74%, 78%, and 70%, 
respectively. On the contrary, the other types of 
materials were ranked lower. Specifically, 

tutorials, YouTube videos, other resources, and 
books, had an average of 51%, 48%, 35%, and 

23%, respectively. 

 
Data about individual user adoption dimensions 
indicate that the chatbot was perceived as having 

a lower performance expectancy (67%) with 
respect to search engines (80%) and developer 
communities (70%). This could be due to the lack 
of familiarity with the system and how to query 
the knowledge base. Also, this could be caused by 
the content of the knowledge base itself, which 
can be improved. Tutorials, YouTube videos, 

other resources, and books were ranked lower, 
with 60%, 55%, 40%, and 14% preference.  
 
Based on previous studies (Almahri et al., 2020), 
performance expectancy is a critical aspect in the 
adoption and use of chatbot technology. Thus, 

our results suggest that further work is needed 
before using the chatbot more consistently in web 
programming courses, because its current 
perceived performance expectancy might be a 
cause of discontinuation. 
 
As far as effort expectancy is concerned, the 

chatbot ranked first (87%) compared to search 
engines (73%), other resources (61%), 
developer communities (55%), YouTube videos 
(49%), tutorials (22%), and books (12%). 
Students indicated that the chatbot was the most 
convenient resource to gain an initial 
understanding of the topic. Although this could be 

because the chatbot was integrated into the 
website, participants’ comments mostly report 

the ease of typing questions in natural language 
and the responsiveness of the system, which 
returned either relevant results or answers that 
were clearly inaccurate. On the contrary, other 

systems require students to evaluate the 
response, identify the significant portion within a 
larger block of text or code, or filter out solutions 
that are imprecise or did not address the security 
requirements mentioned in the challenge. 
 

  
Figure 4. Interactions per resource type 
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Figure 5. Perceived User Experience by 
Resource Type 

 
6. PERFORMANCE EVALUATION: SPBOT VS 

GPT-3 
 

Soon after the presentation of our original 
conference paper, OpenAI released their GPT-3 
enabled chatbot, ChatGPT, on November 30, 
2022. The provision of a user-friendly web-based 
chatbot interface resulted in skyrocketing growth 
of awareness of the capabilities of large language 
models. ChatGPT quickly became popular among 

software developers due to its ability to answer 
programming questions and providing users with 
code examples and snippets. 
 
The appearance of ChatGPT inspired us to 
evaluate the performance of a large language 

model in answering secure programming 
questions and compare its performance with that 
of our custom secure programming chatbot. Due 
to the tremendous demand for ChatGPT, it was 
often inaccessible or would error out during chats, 
so we performed a comparison of our chatbot with 
the underlying GPT-3 model using OpenAI's API.  

 
GPT-3 is orders of magnitude larger than our 
custom chatbot and was trained on 499 billion 
tokens (Dale, 2021). Our secure programming 
bot was trained on slightly more than 16,000 
tokens. While the tremendous size difference 
might suggest that GPT-3 should perform far 
better than our custom chatbot, the restriction of 

the domain of interest to secure programming in 

PHP reduces that advantage. Furthermore, large 
language models like GPT-3 have well known 
flaws (Brown et al., 2020), including bias, errors 
in factualness, and a tendency to hallucinate text 
that was not in their training data (Maynez et al., 

2020).  
 
The objective of our study was to compare the 
performance of SPbot and GPT-3 in answering 
questions on secure programming. We evaluated 

both systems using the 215 questions related to 

secure programming that were asked by the 
students in our first experimental study (see 
Section 5) We ignored chitchat and other student 

questions that were not relevant to the topic of 
secure programming. We already had answers to 
the questions from SPbot from our original study. 
We use OpenAI's API to ask GPT-3 the same 
questions using the latest version of the model, 
text-davinci-003, which contains improvements 
designed to provide software developers with 

more accurate answers. 
 
Pre-existing chatbot evaluation frameworks focus 
on Turing tests and usability studies or present 
different approaches for analyzing chatbots 
(similar to our usability study described in Section 

4) (Maroengsit et al., 2019), while we wanted to 
evaluate the performance of chatbots in the 
domain of learning secure programming. 
Therefore, we created a rubric that enabled us to 
specifically take into consideration four key 
performance factors, which we considered the 
most relevant for helping students learn to write 

secure web applications: 
− Comprehension: this measure evaluates 

whether the system was able to understand 
the question asked by the student. To this 
end, we score how well the answer of the 
system aligns with the question. 

− Correctness: the degree to which the answer 

provided by the system is correct. In addition 
to evaluating the presence of errors, this 

considers the ability of SPbot and GPT-3 to 
output a response relevant to secure 
programming in the domain of web 
development. 

− Completeness: this dimension evaluates how 
detailed the answer is, based on aspects that 
are left out, presence of code examples, and 
reference to additional resources. 

− Security: this dimension evaluates whether 
the answer and code provided by the system 
contain any security flaws or overlooks or 

disregards important cybersecurity 
considerations. 

 
The answers from GPT-3 and SPbot were 

independently graded by two experts in 
cybersecurity and full-stack development who 
graded each aspect using a 5-point Likert scale. 

Our chatbot and GPT-3 were both evaluated with 
an overall average score of 4.2 out of 5, which 
indicates that they generally performed well in 
understanding the questions asked by the 
students, answering them correctly and 
completely, and addressing security aspects 

appropriately. 
 



Cybersecurity Pedagogy & Practice Journal  2 (2) 

2832-1006  September 2023 

 

©2023 ISCAP (Information Systems and Computing Academic Professionals)                                            Page 13 

https://cppj.info/; https://iscap.info  

However, an analysis of the individual dimensions 

(see Figure 6) shows that SPbot and GPT-3 
performed very differently. In the dimension of 
comprehension, SPbot scored 3.6/5, whereas 

GPT-3 scored 4.4/5, which indicates that 
OpenAI's system had better understanding of the 
questions asked by the students. SPbot's 
comprehension scored the lowest (i.e., 1/5) on 
25% of the questions. On the contrary, GPT-3 
failed understanding the questions in 12% of the 
cases only. GPT-3's huge training data set gives 

it a level of language fluency that SPbot cannot 
match. 
 
In terms of correctness, SPbot and GPT-3 
achieved the same score, that is, 4.4. Their 
highest and lowest performances are also 

comparable. However, SPbot scored 4.4 in 
completeness and performed better than GPT-3 
(which scored 3.9). SPbot and GPT-3 performed 
the lowest in 6% and 9% of the cases, 
respectively. Finally, as far as security is 
concerned, SPbot outperformed GPT-3, with a 
score of 4.6 and 3.9, respectively. GPT-3's score 

was impacted by the fact that it scored the lowest 
in 15% of the cases, whereas SPbot failed to 
provide a secure answer in 6% of the cases. 
 
The difference between the two systems is 
statistically significant at an alpha level of .005 
for the dimensions of comprehension, 

completeness, and security, whereas there is not 
a statistically significant difference between SPbot 

and GPT-3 for correctness. 
 
We also examined the 15 code examples provided 
by GPT-3. While all code examples provided by 

SPbot were written in PHP, 5 of the code 
examples provided by GPT-3 were written in 
JavaScript and 3 were written in Java. Of the 7 
code examples written in PHP, all but one were 
responses to queries that either contained the 
word PHP or contained bits of PHP code. 
 

Based on our findings, we can conclude that the 
effectiveness of GPT-3's language model in 
understanding users' questions is an appealing 
feature that immediately increases the degree of 

perceived usability, especially in terms of 
performance expectancy. This ability might be 
one of the primary reasons for its popularity and 

increasing user adoption. Even when provided 
with partial questions, GPT-3 was able to 
understand the context, complete the question, 
and answer it correctly.  
 
Conversely, language fluency was SPbot's 

weakest point. From an educational standpoint, 
one of the pros of GPT-3's language model is that 

even if a student does not exactly know how to 

formulate the right question, they will be provided 
with an answer that is somewhat relevant to their 
prompt. On the contrary, SPbot requires students 

to have a preliminary understanding of the 
subject such that they can use key terms 
appropriately. However, these weaknesses could 
also be an incentive for students to learn the 
theory so they can use the correct terms when 
interacting with the chatbot. 
 

We did not expect SPbot and GPT-3 to score 
similarly in terms of correctness, considering the 
differences in complexity of the two language 
models. In this regard, both systems could be an 
effective alternative for education, though 
SPbot's limited yet focused knowledge base 

represents a more efficient alternative to GPT-3. 
However, the statistically significant differences 
in the average scores achieved by the two 
systems regarding completeness and security 
raise the most concerns about the adoption of 
GPT-3 as a tool for teaching students how to 
develop secure software.  

 

 
Figure 6. Performance of SPbot and GPT-3 

Although the overall user experience with 
OpenAI's language model might be more 

appealing to a novice programmer who wants to 
achieve a basic and more general understanding 
of a topic, OpenAI's use of publicly available 
source code without any control or quality 
assurance process in place results in a superficial 
knowledge base that often outputs answers that 
expose applications and data to significant 

consistency issues, including code examples in 

programming languages other than PHP and 
security flaws. Consequently, using GPT-3 as a 
teaching tool could be harmful for students who 
would learn concepts from correct answers that 
do not address the topic thoroughly, overlook key 
cybersecurity aspects, or produce source code 

that contains security vulnerabilities. For 
instance, in several cases, GPT-3's answers 
contained code examples that are vulnerable to 
SQL injection, store password values without 
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hashing them, or do not securely validate user 

input. 
 
As a result, although GPT-3 is a significant 

milestone, we would not encourage its adoption 
for teaching secure software development. 
Nevertheless, its compelling user experience 
could be leveraged for introducing students 
programming topics for the first time and 
providing them with the opportunity to initially 
explore and understand concepts. Subsequently, 

after an first exposure, students could use more 
reliable systems based on language models 
trained ad hoc, with code examples from 
reputable sources, and with a more rigorous 
approach to the information in the knowledge 
base. 

 
6. CONCLUSION 

 
In this paper, we detailed the design, use, and 
user experience evaluation of a chatbot aimed at 
teaching secure programming concepts to 
students enrolled in web development courses. 

Our objective is to provide students with a user-
friendly learning environment that simultaneously 
is a reputable source of information. Our findings 
align with previous studies (Abd-Alrazaq et al., 
2020), which found that user experience is one of 
the key adoption factors of chatbots. Therefore, 
in our experiment, we focused on evaluating the 

overall user experience of the system based on 
the dimensions defined in the Unified Theory of 

Acceptance and Use of Technology (UTAUT) 
(Venkatesh et al., 2003. In contrast to other 
studies, including (Abd-Alrazaq et al., 2020; 
Mokmin & Ibrahim, 2021), which evaluated 

whether users enjoyed the conversational aspect 
of chatbot, we focused on the performance of the 
chatbot in providing accurate answers and on 
user experience metrics directly related with the 
goal of learning key aspects of secure 
programming via inductive reasoning guided by 
coding challenges.  

 
We found that students interacted with the 
chatbot throughout the experiment more than 
with other information sources to learn about 

security topics and solve web programming 
challenges. Although the perceived performance 
of the chatbot was lower than other systems, 

such as search engines, its effort expectancy was 
ranked as a higher factor for adoption. 
Furthermore, although search engines and 
developer communities provide materials that 
were perceived as more accurate, users reported 
that screening resources requires additional effort 

in addition to the uncertainty of the quality. 
Furthermore, quantitative and qualitative data 

from our survey show that participants 

considered their user experience with the chatbot 
as extremely positive, which also suggests that 
the chatbot can be utilized as a convenient 

teaching, learning, and support tool for novice 
programmers. 
 
We compared our secure programming chatbot 
with GPT-3. Quantitative data from our 
performance evaluation show that both systems 
were able to address most questions correctly, 

though GPT-3's language model was more 
effective in understanding the questions asked by 
the students. However, we also found a 
statistically significant difference in SPbot 
outperforming GPT-3 in providing more complete 
and secure answers. Therefore, we would 

conclude that chatbots built using a more reliable 
knowledge base should be preferred to systems 
that leverage publicly available data sets without 
adequate information quality assurance 
processes. 
 
In the future, we plan to expand the bot's 

knowledge base to answer secure programming 
questions asked by students that currently have 
no answer. We also plan to improve the bot's 
training using the data provided by the students 
during the experiment. To help students with 
requests for additional information on a question, 
we plan to add suggestions for additional 

questions that the bot can answer in answers 
provided by the bot. We may also look at using a 

large language model as a foundation model to 
build a secure programming focused model, 
which could enable a chatbot to both have the 
language fluency of GPT-3 and the accuracy and 

security of our custom chatbot. 
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Abstract  
 

There is a need for interesting demonstrations to capture the attention of learners in the fields of 
cybersecurity and cyber forensics. The number of new systems and amount of data grows constantly 
and needs to be secured using cybersecurity proactively and cyber forensics reactively. There is a large 

and growing gap between people aware, interested, and skilled enough to meet the needs. The United 
States is working to create a pipeline of learners that go into cyber related fields. This case study is an 
example of an exercise that gains the attention, interest, and positive feedback of students from middle 
school to college graduates. The exercise is a demonstration of steganography and only requires a 

computer and free software. The activity is tailorable for each audience with little preparation. The 
concept is simple, take a file, hide a message inside that is undetectable, then have the learners find 
the hidden information using software and passwords. Although the exercise is simple, it effectively 
gains students’ attention and interest in the fields of cybersecurity and forensics and becomes the 
catalyst to have them imagine a new future. This case study discusses how to execute the exercise, the 
evolution of this exercise over the last decade, and how to use the case to allure new learners into the 

cyber field of study.  
 
Keywords: forensics, cybersecurity, steganography, learning, case study 

 

1. INTRODUCTION 

 
There is an immense need for skilled 
cybersecurity professionals. Currently, K-12 
teachers do not have exposure or skills to provide 
the inspiration and awareness for a career in 
cybersecurity. Time and funding are constraints 

that prevent cybersecurity from being introduced 
and practiced in K-12 and many workplaces. 
Students need to be introduced to, trained, and 

educated in the field of cybersecurity. There are 

barriers for K-12 teachers to be prepared to teach 
a field that is foreign to them as teachers, but also 
within the systems in which they are employed. 
Education is one of the least secure industries as 
a whole and a common target (Yerby & Floyd, 
2018; Zimmerman, 2018). Practicing and 

teaching cybersecurity practices within 
educational institutions has not been the top 
priority for teachers and staff; instead they are 

mailto:Yerby_jm@mercer.edu
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focused on the roles that they are directly tasked 

with (Yerby & Floyd, 2018). From teaching to 
practicing principles, cybersecurity has not been 
a priority. Schools are looking for ways to fix the 

issues through training, awareness, education, 
and using modern technologies.  
 
In the article Children are the future of 
cybersecurity, Webster (2017) described the 
paradox of high salary, secure jobs with great 
benefits, and a massive gap of skilled workers to 

fill the needs. Teenagers are not aware or 
confident that they could become a cybersecurity 
professional. Webster (2017) pointed out that the 
cybersecurity field needs more hands-on and fun 
activities for young audiences. There is an 
increasing emphasis on getting learners from K-

12 to college interested in and skilled enough to 
meet the cyber needs of our nation. In 2015 the 
National Security Agency started a program 
called GenCyber, with eight prototype camps 
(Dark, Daugherty, Dark, Albright, Brown, Emry, 
& McCallen, 2021). Camps goals were to increase 
interest and diversity in the cybersecurity 

workforce of the nation, understand safe online 
behavior, and improve teaching methods for 
delivering cybersecurity content in K-12 curricula 
(Dark et al., 2021).  
 
In the five years since the inception of GenCyber, 
15,545 students attended cybersecurity camps at 

no cost. Another ongoing effort is Cyber.org, 
funded by the Department of Homeland Security 

(DHS) and the Cybersecurity Infrastructure and 
Security Agency (CISA)’s Cybersecurity 
Education Training Assistance Program (CETAP) 
grant (Noland, 2020). The group is working on 

preparing teachers, to prepare their K-12 
students to meet the cybersecurity needs of the 
nation (Noland, 2020).  
 
Cybersecurity is becoming more mainstream as 
represented in the plots of movies, television, and 
streaming service shows. Often media 

misrepresents reality of the field, which could 
help or hinder attaining a person’s interest in the 
field, especially when reality falls short of 
dramatized expectations. A study examined 

numerous publications and found the literature to 
be mixed if there was a Tech-effect when reality 
and media representations mismatched (Paullet, 

Davis, McMillion, & Yerby, 2013). Educators 
should offer interesting and honest hands-on 
learning opportunities to reach deeper levels of 
learning and engagement. A 2013 (Paullet et al.) 
study examined how a potential tech-effect 
influenced jurors and found that an increased 

exposure to technology correlated with higher 
acquittal rates where digital evidence was used. 

Careful work must be done to introduce and 

positively present options in the broad field of 
cybersecurity. If reality is never presented to 
students from K-12 to college, they will not know 

if it is a field for which in which they may excel.  
 
While students are being introduced to the 
concepts and ideas of what the field of 
cybersecurity entails, they need a realistic honest 
conceptual framework. Educators must be honest 
about the pros, cons, opportunities, and 

challenges of pursuing a life of learning and 
working in the field of cybersecurity. 
Cybersecurity is broad and ranging from technical 
to non-technical, frameworks, theoretical models, 
governance, physical security, sales, engineering, 
security architecture, forensics, to social 

engineering to name just some of the niches of 
the field. Again, how concepts or the field is 
introduced can influence the likelihood of 
sustained interest in becoming a cybersecurity 
professional. In a study with UK teachers of 
students 12–16 years-old, researchers found 
students feel more tech savvy than the teachers 

because they have grown up with technology, 
believe that hacking is glamorous, and are naive 
about how invincible they are online (Pencheva, 
Hallett, & Rashid, 2020).  
 
The teachers point out that students are not 
technically aware of foundational cybersecurity 

concepts and that there is no adequate adult 
support network (Pencheva, et al., 2020). Using 

application-level learning has proven to engage 
students, especially when learning cybersecurity 
concepts (Nygard, Chowdhury, Kambhampaty, & 
Kotala, 2018). Using hands-on exercises 

following skills that would be used in real work is 
helpful. Deeply engaging students transfer 
knowledge, use it, and synthesize what they have 
learned (Nygard et al., 2018). Educators should 
strive to have engaged students and find the 
methods  that reach their learners.  
 

This case study explains how this unique exercise 
has been successfully used on learners from 
middle and high school through college students 
and parents. We began the study out of one 

exercise of over  twenty in a cyber forensics 
course but noticed that there was something 
different about how this particular topic and 

technique resonated with learners. Future needs 
for recruiting events and building cyber related 
programs at multiple other schools led the 
authors and several colleagues to turn to this 
exercise. 
 

The literature shows that Information Technology 
is a program that can be equally effectively 
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delivered online or face-to-face (Yerby & Floyd, 

2013). This is an exercise that is adaptable to in-
person and online either synchronous, 
asynchronously, as an assignment, and as an 

interactive discussion.  Overall, the entire 
exercise is very adaptable.  
 

2. OVERVIEW 
 
This exercise was created to meet several needs 
of a growing cybersecurity program, cyber 

forensics program, recruiting and outreach to 
students from middle school to college, and to 
increase interest and awareness of cybersecurity 
and cyber forensics as career opportunities. This 
is a simple lab to grab the attention of learners 
from middle school to adults and introduce them 

to something interesting and new. This 
steganography exercise uses a free website, a 
file, three passwords, and free software that can 
be run on a Windows PC.  
 
The exercise began as one of many labs in an 
introduction to cyber forensics course. The 

reaction from the students was so 
overwhelmingly positive that the exercise went 
on to be demonstrated over 50 times in the intro 
to forensics class, cybersecurity classes, and a 
modified version in the intro to IT class as a 
preview of what students would learn if they 
decided to pursue the concentration in forensics 

or cybersecurity.  
 

The exercise affords the demonstrator a large 
amount of flexibility on the inputs, outputs, and 
time that they wish to spend on the topic.  
 

Before starting the assignments, the instructor 
should define and discuss the term 
steganography. Steganography is a technique to 
hide information in plain sight. In our case we will 
be using an image file to hide text, utilizing 
software.  
 

Students of all ages are creative with thinking of 
nefarious and honest uses for hiding information 
within another file. Some examples that 
instructors may bring forth to discuss include: 

1. Avoiding censorship 
2. Watermarking to prove ownership or 

authenticity 

3. Intellectual property protection or 
tracking 

4. Store information on location 
5. Terrorism 
6. Exploitation 

 

Students can begin with a prescribed set of inputs 
and outputs, detailed in Assignment 1 (Appendix 

B), then extend the exercise such as in 

Assignment 2 (Appendix C). After completing the 
exercise, the instructor has additional flexibility to 
introduce new related topics for the scenario of 

used in recruiting, capture-the-flag cyber 
competitions, in courses such as intro to IT, intro 
to forensics, or cybersecurity. The demonstration 
that has worked well over 50 times by one of the 
authors, and the second author over 20 times. 
Other instructors at other institutions have all 
reported positive findings and student 

interactions as well. 
 

3. STEGANOGRAPHY 
 

Steganography, the term translated from Greek 
means “covered writing” and is different from 

encryption which means “secret writing” in Greek 
(Khan, 1996). The introduction of this exercise 
was the first instance most students have ever 
heard of the term steganography, and commonly 
misheard it as stenography, which is recording 
spoken word, typically in a courtroom setting. 
Steganography is a technique to hide information 

in plain sight, it is a science of invisible 
communication (Singh & Singh, 2018). The term 
dates to the fifth century BC, where according to 
author Herodotus, messages would be tattooed 
onto shaved heads of a servant, and then once 
the hair grew back, the message would be sent 
(Khan, 1996). Steganography is a new 

fascinating topic to students and teachers. Diving 
into the possibilities of the ancient data hiding 

method inspires engaged discussions related to 
spy craft, invisible ink, criminal behavior, 
watermarking, and animal behavior before 
moving into anything related to technology.  

 
In cyber related terms, steganography uses a 
cover, the hidden message, and sometimes also 
requires a key. The cover is an innocent looking 
file or set of files, which would be of no apparent 
value or danger if it were intercepted and viewed 
by an adversary. The cover file is intentionally 

designed  to appear to have nothing suspicious. 
The hidden message can be text, cypher-text, 
other images, or anything that can be embedded 
into the cover file (Johnson & Jajodia, 1998; 

Hamid, 2018). The best files to use as covers are 
lossless files such as BMP and GIF, because there 
is information that can be replaced, compressed, 

or removed with less noticeable results to the 
image (Singh & Singh, 2018). 
 
Students need the correct software to complete 
the process. There are many programs that 
perform steganography detailed in Table 1. 

Openpuff was used for this exercise; however, it 
can be adapted to use any of the software listed 



Cybersecurity Pedagogy & Practice Journal  2 (2) 

2832-1006  September 2023 

 

©2023 ISCAP (Information Systems and Computing Academic Professionals)                                            Page 20 

https://cppj.info/; https://iscap.info  

above. The interface of each program varies. The 

software typically has the cover file identified by 
the user first, then the hidden information is 
selected. Users complete the process by entering 

a key, which is a single or series of passwords. 
Then the software executes to create a stego-file. 
The stego-file looks remarkably like the cover file; 

however, it now has hidden information. The 

stego-file can be examined and usually the  
difference in imperceptible to the human eye. 
Some of the properties of the file may have 

changed and changes depending on several 
variables such as the software, size and format of 
the cover and hidden message.  

 
 

TABLE 1: Free Steganography Tools by Platform and Functionality 
 
 
Although the concept of steganography is 
ancient, it continues to be an effective method to 
covertly communicate or hide information. Just as 

there are dozens of software solutions dedicated 

to performing steganography (Table 1), there are 
also several programs designed to at least detect 
that a file has been subjected to steganography. 
At that point, it becomes a chore of trying to solve 
the type of encoding, which software, and version 
sometimes, and the keys. Steganography is often 

undetectable, and even when it is, the detection 
does not always result in uncovering the hidden 
message. For this exercise, students’ imagination 
runs wild on the nefarious uses that they envision 

using this new skill to do good and harm in their 
world. The runaway conversations and freedom 
to use what they are beginning to understand 

hooks their attention.  

 
4. EVOLUTION OF EXERCISE 

 
The exercise began as a small piece of a greater 
lesson about data hiding techniques for a cyber 
forensics course in 2010. The instructor discussed 

several techniques during a lecture and then had 
multiple groups of students find a tool and 
perform the process as part of an in-class 
presentation. Something about this resonated 

Tool Windows Linux Mac Function 

Camouflage x 
  

Data Hiding, Encryption 

Crypture x 
  

Encrypt, Header modification, save as bmp 

DeepSound x 
  

Data Hiding in Audio 

Hide & Send x 
  

Data Hiding, Encryption 

Image Steganography x 
  

Data Hiding, Encryption 

iSteg 
  

x Data Hiding, Encryption 

matroschka 
 

x 
 

Command line Data Hiding, Encryption 

Openpuff x 
  

Data Hiding, Encryption 

OpenStego x x x Data Hiding, Watermarking 

OurSecret x 
  

Data Hiding, Encryption 

Outguess 
  

x Data Hiding, Encryption 

Rizzy built on Stepic 
 

x 
 

Data Hiding 

SSuite Picsel Security x 
  

Data Hiding, Encryption 

Steg 
 

x 
 

Data Hiding, Encryption 

Steganograph XPlus x 
  

Data Hiding, Encryption 

SteganPEG x 
  

Data Hiding multiple files 

StegCloak x x x Web Interface, Data Hiding, Watermarking 

Steghide x x 
 

Data Hiding including audio files 

Stegolego 
 

x 
 

Data Hiding in bmp only 

S-tools x     Data Hiding, Encryption 

Xiao Steganography X   Data Hiding in BMP and WAV, Encryption 
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more than most other topics. Students were 

captivated and continued discussing the lesson, 
tools, uses, and their genuine enjoyment. Soon 
students not even enrolled in the course were 

discussing steganography and using the method 
in other courses and created some online 
challenges for a capture-the-flag contest they 
were developing.  
 
This simple exercise became a rite-of-passage 
when taking the intro to cyber forensics course. 

As time went on, there were some students in the 
class that already knew about the exercise and 
had practiced, because they found out from a 
friend. However, that did nothing to detract from 
the interest of other students and in fact created 
a more robust discussion and a drive for the 

students to push the technique further and 
challenge one another. Around the same time the 
instructor was working on creating something as 
a short demonstration for open house recruiting 
events and decided to use steganography.  
 
 

Comments from students: 
 

Steganography -- It was interesting to 
see how the OpenPuff application 
worked and get some hands-on 
experience. 
 

When it came to the steganography 
module, I found it interesting how 

hidden information can be placed within 
low-quality images and other files. After 
watching the videos on how 
steganography works, I was able to 

determine that some organizations or 
criminals may use steganography to 
hide licensing information or secret files 
that will be concealed from the naked 
eye unless the individual has the 
software to find the hidden information. 
I enjoyed how we were able to use a 

hands-on tool to hide a document within 
a photo and also find hidden information 
in my classmates' files. 

 

I was a criminal justice major when I 
learned about how to do 
steganography, I had to switch majors 

to forensics this semester.  
 
The authors have used this demonstration or 
exercise more than seventy times with 
remarkable success. It has been used in courses 
focused on cyber forensics, cybersecurity, and 

introduction to IT. The abbreviated lesson can be 
demonstrated as quickly as 5 minute “trick” and 

then discussion can ensue afterwards; the lesson 

worked. The activity has been performed for and 
by hundreds of people open house recruiting 
events, K-12 outreach, assignments, and sharing 

with colleagues as something clever that has 
students engaged.  
 
In 2013, the instructor created a Weebly website 
with three videos and a hands-on portion for 
student to complete (Yerby, 2013). The first video 
(2-minutes) covered the background of 

steganography. The second video (9-minutes) 
was an instructor walk through of a similar 
exercise using a different, but analogous tool that 
students were expected to utilize in their hands-
on portion. The exercise in the demonstration was 
based on a hands-on exercise from the textbook 

Guide to Computer Forensics and Investigations 
(Nelson, Phillips, & Steuart, 2009). The third and 
final video was a follow-up instructor led video 
providing additional steganography learning 
material.  
 
The reason this method was used is because it is 

impactful yet simple to grasp. It is hands-on and 
does not require a lengthy period of planning or 
technology acquisition. This exercise adds time 
for critical thinking and creativity which allows 
learners to have fun with the topic and even think 
as an adversary. In the second portion of the 
assignment students have flexibility to turn the 

challenge into a game to see how difficult or how 
fast they can solve one another’s challenges.  

 
The hands-on exercise on the website provides 
hints for completion but allows for free-thinking 
and problem solving by student participants. The 

exercise underwent peer review and was then 
reproduced with permission and shared multiple 
other channels including the Curriculum 
Standards series (National CyberWatch Center 
Curriculum, 2018). Educators have free access to 
utilize this activity.  
 

Variations of the exercise included chapter 
readings in assigned course textbooks, instructor 
created capture-the-flag competition in class, and 
in class exercises (Nelson et. al., 2009 & 2018). 

Additionally, senior-level students were required 
to find their own cover image, hide a message, 
and provide the hints, including passwords, for 

peers to access the message with a response in a 
discussion post format with their Learning 
Management System. After posting the stegged 
images and enough hints to solve them, the 
students were expected to provide synopses 
about their thoughts on the pros and cons of 

using steganography. In-class or online 
discussions would ensue about the methods or 
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tools each student chose to use. Sometimes the 

students would complain that there were not 
enough hints provided to decipher the stegged 
file. Students would discuss the challenges that 

they uncovered based on factors such as file size, 
file type, specific tool limitations, and the 
methods that each type of steganography tool 
was attempting to use. In some courses, the 
instructor gamified  the submissions, to see which 
student could solve or uncover the most stegged 
files during a period of time. Although the method 

dates to the fifth century and this version of this 
exercise has been utilized for over a decade, 
there is something about it that remains fresh and 
engaging. Students are excited to win the 
challenge, to be first, or to make variations to 
make their version the best.  

 
5. SET-UP 

 
The straightforward implementation of the 
exercise involves reading, defining, and 
discussing what steganography is and additional 
applications of use. Students are encouraged to 

think about positive and negative utilization of the 
method. Students are asked if they believe they 
would be able to determine if there was hidden 
information in a file.  
 
Students were directed to the Weebly page, 
http://yerby.weebly.com/forensics.html, as 

shown in Appendix A, or was embedded in the 
course Learning Management System (LMS). 

Then students use in-class time to try to be the 
first person to solve the challenge just using the 
limited information on the page. This gamification 
further creates a sense of interest and 

competitiveness. 
 
After some students figured out the challenge, 
the instructor reviews the steps collectively. First, 
the students had to read carefully to download 
the correct software, which was Openpuff version 
4. Some students may experience problems if 

they downloaded a different version or the wrong 
software altogether, such as S-tools, which was 
used in the demonstration video and is also 
available on the webpage. To solve the issue of 

the wrong version, simply guide the student to 
read the prompts more closely and use the 
correct version. Paying attention to details is a 

skill required to work in the fields of security and 
forensics. Once students run the correct version 
of the software, they need to provide the stego-
file, which is a photo on the webpage. The photo 
is a German Shepherd dog, which came from an 
episode of It's Always Sunny in Philadelphia (Day, 

Howerton, & McElhenney, 2012). In the episode 
one of the characters used an old canvas to paint 

a new picture on, hence the nod to 

steganography. Students need to right-click on 
the webpage and save the image to their 
computer as secret.bmp, which is the existing 

name of the stego-file. 
 
Next students execute the OpenPuff.exe file and 
select Unhide. They enter the three passwords 
which were given as “clues” on the webpage. If 
the passwords were copied incorrectly or an extra 
space is included, the uncovering does not work. 

To solve this issue, simply make sure that 
students are getting the passwords verbatim, 
with no additional spaces. Next students select 
Add carrier then select the previously downloaded 
secret.bmp file. At this point select Unhide on the 
Openpuff 4.0 interface, select a save location for 

the hidden message, and users are given a 
confirmation that “1/1 carrier processed.” 
Clicking “OK” gives a summary of the process, 
including the name of the hidden data and the 
size. The file is saved, and the challenge is solved.  
 
The entire process can be completed in multiple 

variations including having students use different 
software or creating their own stego-files.  

 
6. CONCLUSION 

 
While this exercise in its variations has been a 
small part of both intro and advanced courses it 

consistently ranked among the top experiences 
by students in their course feedback. Students 

can recall the discussions related to and hands-
on use of this activity above others. The lesson 
can be as short or long as desired to provide an 
engaging introduction or as a leveling skill. 

Steganography does not stop with images, audio 
files can also be used, but the process and 
software are slightly different. Steganalysis is an 
interesting tangent related to this exercise. This 
short exercise is the opening to begin exposing 
students to the possibility of a future meeting the 
needs in cybersecurity and forensics work.  

 
Steganography is a fantastic way to introduce the 
field and potential future of working in 
cybersecurity to learners from diverse ages, 

backgrounds, and educational interests. Image 
steganography is not the stopping point. You can 
extend this skill and conversation into 

documents, audio, and video. This activity is easy 
to turn into gamified learning, to further increase 
interest. Instructors can learn enough to feel 
confident in delivering the lesson and leading an 
in-class discussion. This small exercise is really 
something that works and is an interesting, quick 

set-up for learners of all ages.  
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APPENDIX A 

Website containing instructions, file, hints, and tools 
 
 

Steganography 
To begin to understand what steganography is, watch the three short videos below. You will likely 
want to watch them in full screen mode to see them at the best resolution. 
The first video will give you an understanding of what steganography is, the second video will give you 
a demonstration of using S-tools to complete the challenge below, and the final video gives a review 

that will help you understand the process in more detail. 

 

 
Find the hidden information in the attached file... 

There is a hidden message hidden within the image below using steganography. 

Please do not share the solution to keep it fair to everyone. 
Here are your only clues: 

• forensics techniques hidedata 

• I used this software - version 4.0 
- http://embeddedsw.net/OpenPuff_Steganography_Home.html 

  

 

 openpuff.zip     s-tools4.zip 
Download File      Download File 

 
 
Source: http://yerby.weebly.com/forensics.html 

 

http://embeddedsw.net/OpenPuff_Steganography_Home.html
http://yerby.weebly.com/forensics.html
http://yerby.weebly.com/uploads/1/6/5/5/16558640/openpuff.zip
http://yerby.weebly.com/uploads/1/6/5/5/16558640/s-tools4.zip
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APPENDIX B 

ASSIGNMENT ONE 
  
ASSIGNMENT ONE is prescribed, and the instructor will be able to determine what the secret message 

is. Every student who completes the challenge will get the same message.  
 

1. Students begin by going to http://yerby.weebly.com/forensics.html  
2. Students should use their imagination for the uses of steganography. Both with and without 

involving computers. Write two responses.  
3. On the webpage above there is a 9-minute video demonstration of how to use steganography.  

a. Download steganography software.  

b. Select a cover file (an image file) 
c. Drag the .bmp file into the software. 
d. Select a .txt file. 
e. Drop it on top of the .bmp file. 
f. Enter a passphrase. 
g. Select the encryption algorithm. 

h. Select OK 
i. A new identical looking image will appear with a window titled “hidden data” 
j. Right-click the file and save the file as Steg.bmp 
k. Examine the file with an image viewer. 

4. After viewing the demonstration, students will attempt to unhide data in another file that is 
displayed.  

5. They will need to right-click the large image of a dog on the webpage, and save it as 

“secret.bmp” 
6. Then they will download OpenPuff version 4.0. They must get the correct version for the 

exercise to work.  
7. OpenPuff 4.0 is an executable that does not need to be installed – just run it.  
8. Once you run the software you will see the menu displayed in Figure 1. Select “Unhide.”  

 

 
Figure 1. OpenPuff 4.0 select Unhide 

 
9. Students should navigate back to the webpage to copy the three passwords precisely. If they 

add an extra space or misspell any of the words or put them in the wrong order the Unhiding 
will not succeed.  
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10. Next select “Add Carriers” as shown in Figure 2.  

 

 
Figure 2. After inserting passwords, Add carriers in OpenPuff 4.0 

 
11. Next select the secret.bmp file that was previously downloaded from the website.  
12. Click “Unhide” 
13. Save the file to the desktop. Students will get a success message and task report indicating 

that a new file secret.txt was created.  
14. Students open the secret.txt file, view the secret message and submit it as evidence that 

they solved the challenge.  
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APPENDIX C 

ASSIGNMENT TWO 
 
 

 
ASSIGNMENT TWO allows students to branch out and create their own version using this skill. Every 
student that completes the challenge will get the message that was added by another student.  
 
For ASSIGNMENT TWO, students can create and solve their own steganography puzzle using software 
detailed in Table 1 in this paper. The instructions have less structure for this second portion of the 
assignment to grant additional opportunity for students to be creative and employ the skill using a 

different method and software.  
 
1. Run a new steganography tool. The students will need to examine what is available and 

compatible with the computer that they are using. A few on the list are Linux utilities and 
many others run in modern Windows operating systems. Students may start with a tool that 
does not work for them. They are allowed to choose a different tool.  

2. Choose a low-resolution image that is in a file format supported by the tool selected by the 
student. Then add a (short) .txt sentence/message using the tool/program.  

3. Choose a low-resolution image that is in a file format supported by the tool selected by the 
student. Then add a (short) .txt sentence/message using the tool/program.  

4. Visually inspect the two images and describe the differences before and after hiding 
information in the image. Describe any differences you see in 2-3 sentences. Submit your 
images for comparison and your comparison.  

5. Students will usually see no difference in the high resolution and will sometimes see degraded 
image detail in the low-resolution images.  
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Abstract  
 
Many tools have evolved in the extracurricular space for the cybersecurity field that could belong in 

cybersecurity education. Additionally, the measurable learning students complete outside of formal 
classroom education before entering college or university needs to be formally recognized and awarded 
academic credit. These strategies are novel in their approach for learners to gain or demonstrate their 
cybersecurity skills meaningfully. The following case explores a dynamic example about the benefits of 
these tools through a cybersecurity competition named Red vs. Blue. The case outlines methods of 
assessment relative to the competition and exemplifies the impact on students from a test case 

competition in their own words.  
 
Keywords: Cybersecurity, Competency-Based Education, Assessment, Cyber Competitions. 

 
 

1. INTRODUCTION 
 

The focus of this paper is to highlight the efforts 
of students and faculty in measuring skills derived 
from a cybersecurity competition created and 
operated by students at a state university in the 
Southwestern United States. The university is 
part of the National Centers of Academic 

Excellence (CAE) program and focuses on 
students putting their learning into practice.  

 
The students are engaged in cybersecurity 
academic programs and are contributors to co-
curricular and extra-curricular cybersecurity 
programs and research. One of the students is 
studying Computer Science within the College of 
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Science and the other Computer Information 

Systems within the College of Business. There are 
two perspectives presented in the paper: the 
students examining the impact of a particular 

cybersecurity competition on the learning 
environment and the faculty exploring the 
process of assessing and mapping competencies 
in a fashion that supports robust learning 
pathways from middle school to career.  
 
Cybersecurity, like many other professions, has a 

need for lifelong learning. However, we argue 
that cybersecurity faces a greater challenge than 
most disciplines related to lifelong learning, due 
to four key challenges. First, cybersecurity is in 
an early phase of maturation as a discipline, 
which creates a need for constant change and 

development. Second, cybersecurity is influenced 
by ongoing change within the IT infrastructure 
domain. Third, cybersecurity faces an adversarial 
relationship with perpetrators who make a 
profession out of undermining and evading 
cybersecurity controls. Finally, the fourth 
challenge is the multi-disciplinary aspect of 

cybersecurity, which encompasses multiple 
technological fields not limited to computer 
engineering and computer science, but also 
encompassing business, political science, 
psychology, and more. All these fields are 
required to develop security and privacy controls 
necessary to empower and protect organizations 

and individuals. Each of these challenges 
contributes to a constantly changing landscape 

for the cybersecurity field and the academic 
programs that service the field. Such rapid 
changes create a need for flexibility in 
cybersecurity programs to adapt to new 

developments within the IT infrastructure domain 
while also creating and maintaining an academic 
core that ensures the consistent growth of the 
field. A grand theory of cybersecurity is needed, 
but none are visible on the horizon.  
 
Academic programs in cybersecurity have drawn 

on numerous tools and pedagogies to address 
these challenges. We explore key tools and 
pedagogies that allow for academic programs to 
interconnect with one another and external 

learning opportunities, creating pathways for 
learners from their first exposure with 
cybersecurity to the end of a successful 

cybersecurity career. We also draw on the 
concept of holistic assessment to help learners 
demonstrate their cybersecurity learning 
achievements to academia and employers, as 
well as enable academic programs to honor 
learning already achieved (Pike, 2022). Academic 

tools such as articulation, transfer of credit, 
competency-based education, and credit for prior 

learning will enable academic providers to pattern 

their programs in a way that builds upon prior 
learning, as opposed to requiring students to 
retake classes on concepts they have already 

learned in order to fit into a particular academic 
program. The freedom to build upon learning 
already achieved empowers students as they 
navigate through learning pathways toward 
cybersecurity competencies. 
 

2. METHOD OF ASSESSMENT 

 
The methodology of holistic assessment is to 
broaden the types of cybersecurity learning 
environments that can be formally assessed. This 
not only increases the activities that can be 
assessed, but also offers more authentic forms of 

assessment with a focus on measurable 
competencies. For example, asking a student to 
define how they would enhance firewall 
protections in the event of an emergency by 
writing an essay is not effective, especially for 
learning with language or writing deficiencies. A 
much stronger form of assessment is to place a 

student in an environment, such as a competition, 
where they are confronted with an emergency, 
and the firewall must be configured to mitigate 
the current threat.  
 
Experiential learning may be foreign to many 
students but is a core principle at this university. 

The university’s motto is “Learn by Doing” and all 
programs work to provide experiential learning in 

their domains. Davenport and Markus, in their 
paper on rigor vs. relevance, suggest that the IS 
discipline should use the fields of medicine and 
law as exemplars to follow, in large part due to 

their commitment to experiential learning 
(Davenport & Markus, 1999). While Davenport 
and Markus focus their paper on research, they 
also call for the discipline’s research to be 
incorporated into academic teaching which means 
the classroom requires relevance made possible 
by experiential learning as well. Cybersecurity fits 

Davenport and Markus’s model of a discipline that 
requires experiential components in academic 
programs to provide relevance. 
 

Competitions, and other forms of experiential 
learning, are more authentic both because the 
student is doing the work rather than writing 

about it, and because there is a live context that 
helps the student to make sense of the task at 
hand. While writing is an effective learning tool in 
many cases, it is not effective in evaluating 
students’ ability to adapt to active-attack 
scenarios. Experiencing an active-attack scenario 

in a competition compels the student to utilize 
cybersecurity tools in real-time which 
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demonstrates an understanding of the threat, an 

understanding of an appropriate mitigation, and 
the ability to wield a mitigation tool effectively. As 
mentioned above, this is an authentic assessment 

of a student’s knowledge and skills and uses the 
skills under study to demonstrate the learning. A 
student with a learning disability which limits their 
writing can demonstrate their learning without an 
outside hinderance (poor writing) diminishing 
their outcome.  
Some students may find the time-pressure of 

competitions to be difficult and even stressful; 
however, experiencing this discomfort in an 
academic setting allows a student to develop 
strategies to handle such discomfort and perhaps 
even guide a student toward roles in the cyber 
field that do not require such activities. Other 

students find they excel in active-attack scenarios 
and pivot their ambitions toward career roles 
where real-time attack and defend activities are 
part of the job. In either case, students are given 
an opportunity to better understand roles in the 
cybersecurity field and prepare themselves for 
related challenges. Our example of the dynamic 

Red vs. Blue competition (RvB) sets forth a case 
study in the analysis of skills attainment through 
Competency Based Education, Life-Long 
Learning, and Skills-Based Education practices. 
 
COMPETENCY BASED EDUCATION (CBE) 
ASPECTS TO EVALUATION OF SKILLS 

Competency Based Education (CBE) is defined as 
an approach which allows a student to advance 

based on their ability to master a skill or 
competency at their own pace, regardless of 
environment. The CBE method can be tailored to 
meet different learning abilities enabling more 

efficient student outcomes. (Educause, 2022). 
This modality of learning is focused on measuring 
the skill level already attained or through flexible 
learning methodologies. Students can progress 
through courses as soon as they can prove that 
they have mastered the material. CBE replaces 
the more traditional modality of higher education, 

where they would normally advance only when a 
term has ended and allows the student to 
progress at a faster rate since they can spend 
more time on skills and materials that are not 

already mastered. 
 
Competitions offer the ability to measure the level 

of skill that a student possesses in a 
simulated/emulated real-world environment. The 
challenge here is the methodology of measuring 
the skill and setting a level to it. Beginner 
competitions, such as Capture the Flag events, 
are structured in a fashion where student learning 

outcomes can be measured efficiently since the 
challenges and problems are more static. 

However, many competitions that are open and 

flexible, such as Red vs. Blue style scenarios, are 
more dynamic and harder to measure. This is 
especially true for team-based competitions, as 

multiple students can work on the same problem 
or issue, and the ability to disambiguate which 
student demonstrated a particular competency is 

required. 

 
3. CYBERSECURITY LIFE-LONG LEARNING 

In a recent conversation among the authors of the 
paper, the maturity of the cybersecurity field was 

likened to a 40-year-old living in the basement of 
a parent’s home. The field gets older but has not 
established many of the traits of a mature 

discipline, such as research streams building upon 
one another and the use of ongoing research from 
the field being a strategic asset in the teaching 

and learning process. While critical work has been 
accomplished in defining core components of 
cybersecurity through joint work between 
academia and government, this work is still in 
development and is not broadly used across 
academia (Petersen, et al, 2020). In fact, it 
seems there are many versions of core content 

for cyber academic programs, meaning that there 
is no true core, and a single academic core is 
likely not possible given the need for 
contributions related to computer hardware, 
software and protocols, implementation platforms 
and systems, organizational structures and 

ethical and psychological considerations which 

span numerous disciplines. 

We do not seek to provide an answer to the 
question of a core for cybersecurity education, 
but rather suggest a systematic exploration and 
methodical documentation of competencies to 
enhance learners' preparedness. We also call for 

the use of experiential learning to develop and 
assess skills. This process may illuminate paths to 
developing a stronger theoretical foundation for 
cybersecurity. In our exploration of CBE, we focus 
on the use of pedagogical tools that have been 
largely relegated to extra-curricular activities but 
should be required in formal cybersecurity 

education. Specifically, the assessment of 

competencies through competitions and 
Competency Based Education (CBE) is explored 
with an intent to create a wider variety of 
assessable activities that report on the 
attainment of Knowledge, Skills, and Abilities 
(KSAs) related to cybersecurity. This paper 

assumes the use of the NICE (National Initiative 
for Cybersecurity Education) framework as a 
source of KSAs, which have been developed 
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through joint work between the federal 

government and academic partners. 

4. INTRODUCTION TO RED VS BLUE (RVB) 
 

Red vs. Blue (RvB) is a cybersecurity competition 
where teams of five students, the blue team, are 
provided with a fake business’ vulnerable 
network, usually consisting of a router and five 
machines running different operating systems, 
that they must secure. The students are also 
actively defending their systems against outside 

threats that the red team (attackers) inflict upon 
them. Through RvB, students can troubleshoot 
and practice their incident response skills in an 
active breach scenario.  
 

RvB uses three main metrics to give points to 

participants: Secure Configuration Score (SCS), 
Service Uptime, and Injects. SCS measures 
specific security configurations that are 
implemented on the computer. It rewards points 
for things such as removing unauthorized users 
or turning on the firewall. Please see Appendix A 
for examples of security misconfigurations for a 

Windows machine and Appendix B for examples 
on a Linux machine. Since RvB simulates a real 
business environment, the competitors’ main job 
is to keep the business’ services, such as DNS and 
HTTP, up and running. Service uptime awards 
competitors points for multi-minute intervals in 
which services are still functional. Please see 

Appendix C for a table of all the scored services 

in the competition. Lastly, throughout the 
competition, as if defending a network from an 
active red team was not enough, students are 
given tasks, called injects, from the fake business 
manager. These injects are designed to allow 

students to apply their technical skills in a 
business setting, doing things such as submitting 
a report summarizing the findings on the threats 
they’ve encountered, or giving a presentation on 
cybersecurity safety guidelines that all employees 
should follow. Submitting injects within deadlines 
provides additional points. 

 
5.  RVB & TEACHING OF TECHNICAL SKILLS 
 

Cybersecurity competitions are an efficient way of 
teaching and reinforcing students' technical skills, 
as students learn so much more through applying 
the knowledge they have accumulated in the 

classroom in a hands-on way and troubleshooting 
when coming across problems. RvB holistically 
assesses a student’s skills, since the true test of 
whether a student understands technical 
concepts is how well they apply their 
understanding and create solutions or mitigations 

in simulated real-world situations. 

 
Through competing in RvB, students can apply 
concepts such as setting up DNS, configuring a 

pfSense router, and editing the Windows 
Registry. The list of cyber tools students 
implement are seemingly endless as students use 
their initiative and creativity in developing 
solutions. A common situation competitors come 
across is finding that their computer is filled with 
hundreds of users, each with domain level 

privileges and default passwords. Having all these 
high-level privileges with default passwords poses 
a serious vulnerability to their network, since a 
threat actor can easily log in on any one of the 
hundreds of accounts and then gain domain-level 
access to the machine. Therefore, competitors 

must quickly research on the spot how to mass 
change user passwords to secure this 
vulnerability. Students then discover how to use 
commands such as dsmod and dsquery and how 
they are applied to real-world scenarios. This is 
one of countless examples of how competitors 
learn through the unexpected situations they 

encounter. 
 
Additionally, students do not only learn from the 
technical problems that they are able to 
overcome during the competition. Their failures 
and shortcomings serve as a starting point for 
further research after the competition ends. After 

every competition, the development team and 
the red team perform a debrief, where they take 

turns explaining all the vulnerabilities on the 
machines, how they can be breached, and ways 
to patch them. Through these debrief sessions, 
competitors learn what they missed and how to 

fix them for next time. One student example of 
this is based on a situation with PAM, or Pluggable 
Authentication Module, which is used by Linux 
systems to authenticate a user to applications or 
services. PAM was misconfigured on this student’s 
computer to allow any input for a password, 
meaning that a red teamer could login to a user 

with a random password. This student was aware 
that someone was logging onto their computer 
but was unsure how they were able to do so. 
Through the debrief, the student was told about 

PAM, and learned about a new Linux file and can 
now do their own research about how to secure it 
for future competitions. 

 
Competing more than one time in RvB also poses 
a valuable way for students to learn. One past 
competitor stated, “most, if not all, of my 
technical skills I practiced during RvB. I would 
research how to avoid these vulnerabilities by 

looking up fixes to them after the event, making 
me more effective for the next [one]” (Student A, 
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May 30, 2022). Cybersecurity competitions, such 

as this one, greatly motivate students to take the 
initiative to study for their own improvement. 
When a student is able to directly experience 

what it feels like to be breached, they are inspired 
and more compelled to do research on the 
different ways to prevent the breach in the future, 
as displayed through one past competitor 
describing their experience competing in RvB: 
 

Because RvB has a more hands-on 

approach than a traditional class, I was 
able to become more interested in 
cybersecurity. Additionally, because RvB 
has a competitive aspect, it was fun 
trying to secure as many services as I 
could and see how other teams were 

doing as well. (Student B, May 30, 2022) 
 
Student competitors greatly enjoy and take great 
interest in Red vs Blue. This interest sparks a 
desire for wider and deeper learning based on the 
material they encounter during the competition. 
 

The lessons and skills learned from competing in 
competitions, such as RvB, are more valuable 
than what can often be learned in a regular cyber 
class. A repeating competitor in RvB explains how 
RvB has been more valuable: 

 
Traditional classroom settings don’t teach 

you anything you could have possibly 
learned in RvB. I can confidently say that 

everything that I learned about 
cybersecurity in the past year was due to 
activities I did outside the classroom. 
Going to class teaches you the theory of 

things, but no real hands-on experience. 
Not even emphasis courses go in as much 
detail as RvB does. (Student C, May 29, 
2022)  

 
Students become more confident in their own 
skills after seeing themselves put their knowledge 

to use. This leads to how students with hands-on 
experience are more equipped to deal with the 
technical demands of their future jobs. Hiring 
managers look for people with technical 

experience, and cybersecurity competitions are a 
way for students to demonstrate what they know 
and what they can do. This student disclosed how 

RvB has been a highlight in their interviews: 
 
RvB has been one of the many things I 
have talked about in interviews, and it 
always brings up more and more 
questions from interviewers. I’ve noticed 

that they would rather keep asking me 
questions about the business injects, 

what vulnerabilities I patched, and how I 

dealt with the red team instead of asking 
me to ‘describe some of the courses you 
have taken. (Student C, May 29, 2022) 

 
Many competitors who participate in RvB feel that 
they can learn much more by competing than 
taking a class. 
 

6.  RVB & TEACHING OF PROFESSIONAL 
SKILLS 

 
RvB not only puts the technical skills of 
competitors to the test, but it also helps build 
critical professional skills including teamwork, 
communication, and collaboration. These are all 
qualities that are much more difficult to learn in a 

traditional classroom setting. RvB puts students 
in an environment that forces them to work 
together to become successful in the competition. 
Practicing teamwork begins even before the 
competition day arrives. Strong teams learn to 
strategize beforehand, setting up meetings to 
determine what their game plan is, deciding who 

owns which tasks on which computers, and 
sharing resources to study. Being in a team 
environment can therefore result in more 
successful students, as they are surrounded with 
others who are working towards the same goals. 
 
During the competition, students are quick to 

learn that because there are so many tasks to 
juggle and factors to keep track of during the 

competition, cooperation is necessary to stay on 
top of the day’s demands. For example, 
competitors are given multiple machines to 
secure, but it is up to their team to decide if one 

set person is going to be working on one machine 
or if they are going to rotate the machines 
around. A past competitor suggests the 
importance of this decision: 

 
An important lesson that I learned was 
how to delegate what each member of a 

team works on. I feel that this is a very 
good way to increase the overall 
efficiency of the team, as well as become 
more educated on the specific boxes each 

member is assigned. During the first 
couple of RvB events, many members 
weren’t assigned a role and were just let 

loose on the environment. Because of 
this, it was harder to find who was 
working on what and which boxes were 
available to be worked on. (Student A, 
May 30, 2022) 

 

Additionally, teams must decide on other factors, 
such as who will take on which injects and who 
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will check the scoreboard to see which of their 

services were hit. Generally, teams decide on a 
leader, or team captain, whose job is to keep all 
their teammates on track and delegate tasks 

when necessary. However, every competitor 
takes on a leadership role in one way or another 
since teammates will help each other out when 
another teammate is unsure about how to 
approach a situation. The competitors know their 
own strengths and learn the strengths of their 
teammates, so when a problem does arise, they 

know who they can talk to and can communicate 
effectively.  
 
The testimonials of past students stress how 
important having soft skills are when competing: 
 

Leadership and teamwork skills are 
essential to the competition. There are 
more boxes to fix than people. Also, many 
of the challenges can take time, while 
tasks pile on with the red team and 
injects. Competing in RvB is like trying to 
fix a sinking ship. If you panic and try to 

do things yourself, your team will fall very 
quickly. Having a calm, planned approach 
while aiding each other with our personal 
strengths leads to a smooth approach to 
problems. (Student B, May 29, 2022) 

 
Another student comments on the large technical 

strain of RvB,: 
 

Multiple people will be working on the 
same machine throughout the 
competition, so it's important to 
document and communicate what is 

being done to each box and make it clear 
enough for everything to be understood. 
If this wasn't established properly, 
someone could accidentally undo all the 
work that had been done. (Student C, 
May 29, 2022) 

 

7.  THE DEVELOPERS PERSPECTIVE 
 

Red vs. Blue is an entirely student-run and 
student-developed event, from its very inception 

to the execution of the event itself. On the 
development side, it all begins with a theme, then 
an entire environment is developed around it. 

Developers then configure various operating 
systems in virtual machines to be vulnerable. The 
boxes are designed to interact with each other to 
appropriately simulate a business environment. 
The vulnerabilities and possible mitigations are 
well documented, so that competitors can learn 

from after-action reports. In summation, 
throughout the development process, students 

create these boxes, integrate them with the 

theme, and configure them appropriately for 
business devices – although they are improperly 
configured with common cybersecurity flaws to 

force competitors to apply fixes. 
 
The key skills that development bolsters are 
technical. When students develop the competition 
environment, they first must fully understand 
how to configure a business environment that 
depends on the systems that are being scored 

e.g., SSH, HTTP, MySQL, and FTP. This is because 
to design vulnerable systems in a way that is 
consistent and stable enough that they will be 
repairable, they must first be familiar with a fully 
functional and properly configured version of the 
system. One developer described the value they 

achieved from the program thusly, “I believe that 
the understanding that resulted from identifying 
misconfigurations and proper security practices 
for multiple services in RvB environments 
provided me with the perspectives necessary to 
truly understand the nuances of securing these 
services.” (Student 2, June 1, 2022). Much of this 

technical experience, while condensed into a 
much shorter time frame than if they were to self-
study, is entirely achievable on their own. 
However, learning to work under extreme 
pressure, as a team, and manage a massive 
project on a tight and immovable deadline are 
skills that do not come out of personal projects. 

 
High-quality, functional, time management skills 

are sometimes missing among college students. 
Usually, it is a skill not learned until they are 
exposed to industry pressure and consequences. 
However, RvB completely simulates this 

experience in a comparably low stakes 
environment. Developers hone their time 
management skills when it comes to managing 
tasks assigned to them, such that development is 
completed on time and with enough lead time 
that iteration and growth can occur. One 
developer described their newly developed time 

management strategy as, “Just do the work. If 
you don’t, you're done for.” (Student 2, June 1, 
2022). This developer felt this way because they 
were faced with the dependency that all the 

developers have on each other, as all the boxes 
are inter-reliant. A failure on one machine means 
potential failure on the other systems. A student 

described the process as “incremental work as a 
driver for good ideas” (Student 2, June 1, 2022). 
Since RvB is an ever-evolving project, the more 
time developers invest iterating on an idea and 
improving the system, the higher the product 
quality. Waiting until the last minute would still 

result in a finished product, but it would be 
dramatically less creative and inventive, which 
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would sacrifice the novelty and whimsey of the 

competition.  
 
8.  MEASURING AND ASSESSING SKILLS IN 

CYBER COMPETITIONS 
 
As aforementioned, cybersecurity is a continually 
growing and changing industry. Red vs. Blue 
provides the ability for education to adapt to 
change better in ways that other curricular or 
extracurricular program tools cannot. This is 

because of the hands-on nature of the 
competition and fact that the development team 
works tirelessly to keep the environment on par 
with industry standards and expectations 
completing multiple competition environments 
each year. Consequently, the development team 

stays up to date on the knowledge base and 
relevant current events. Moreover, as the 
development process is incredibly fluid and 
nuanced, the developers must be able to move 
between machines as necessary to complete the 
deliverable on time. One developer commented 
that, “I was initially terrified of being stuck in such 

a situation [where the answer is unknown] … I 
quickly learned that researching, troubleshooting, 
and filling in the gaps of my knowledge with 
Google searches was inherent to anything cyber 
related.” (Student 2, June 1, 2022). This is the 
single most important skill that RvB teaches 
because it guarantees that the developers cannot 

be made obsolete in industry. Self-directed 
learning will continue to serve them for decades 

to come. 
 
The challenge to measuring competencies in 
competitions for student players comes down to 

planning, design, and construction of the 
competition and its underlying challenges. 
Beginning with the end in mind is a key 
conceptual mantra for organizers. This concept is 
critical to constructing learning outcomes and 
crafting the challenges in a building block style 
regardless of the modality of the competition. 

(I.E. CTF, RED V. BLUE, or Forensic Scenario). 
Careful consideration needs to go into the design 
in the form of challenge difficulty, skill area, and 
overall cybersecurity discipline. Couple this with 

the overall “story” of the competition, and these 
compounding factors contribute to the time it 
takes to develop and produce a well-rounded, 

meaningful, and enjoyable experience for the 
student which includes the ability to measure 
their skill level. The final key component for an 
exercise such as this would be a measurement 
scale based on challenges with an overall matrix 
which would gauge a student’s competency in one 

or more areas.  This is supported by Pusey, 
Gondree, and Peterson (2016), in which they 

found that learning outcomes are taking a back 

seat to making competitions fun and meaningful 
for diverse groups of students across many 
modalities nationwide. 

 
Other preliminary work on this topic has been 
characterized by Straub (2020), where 
quantitative measurements were taken from a 
broad population of students in the National 
Cyber League (NCL) to measure skills and how 
they gain those skills compared to the classroom. 

However, the NCL competition is static and easy 
to measure, but does not provide intangible skill 
measurements such as troubleshooting or 
dynamic incident response. 
 
To date the expectation is that students learn 

cybersecurity fundamentals using traditional 
pedagogies in the classroom. Classroom learning 
then serves as a series of diagnostic assessments 
in which students gain insight into their strengths 
and weaknesses and plan their gameplay 
accordingly.  
 

Cybersecurity competitions are often used as a 
forum to exercise the knowledge and skills 
attained in the classroom. This allows students to 
test and revise their skills as they adapt and learn 
through a series of competition experiences 
allowing competitions to serve as a formative 
assessment to refine knowledge, skills and 

abilities. 
 

However, the next evolution of RvB is to craft the 
measurement of skills into a summative 
assessment focused on competition outcomes. 
The competition will not only serve as a 

summative assessment for fundamental skills but 
also a diagnostic assessment showing that 
students attained a degree of mastery with 
respect to knowledge, skills and abilities related 
to applied cybersecurity outcomes and are ready 
to engage in higher-level learning with respect to 
the application of cybersecurity practices in 

organizations. The need to assess learning in 
competitions stresses the importance of 
outcomes-based competitions mentioned in 
Pusey, Gondree, and Peterson (2016) and the 

need to design competition content to support the 
assessment of outcomes. 
 

9.  CONCLUSIONS & OPPORTUNITIES FOR 
FURTHER RESEARCH 

 
This case clearly outlines the advantages of using 
competitions to gauge student’s strengths 
learned in the classroom. Furthermore, it 

supports the link between curricula and practice, 
and the need for experiential learning. This case 
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also gives educators different views to hone and 

improve upon the pedagogy of their program. 
This comes in the form of different instruction and 
assessment modalities and provides the 

opportunity to measure skills in different ways 
and track them over years or even careers. 
 
Maintaining an inventory of competencies, such 
as the NICE Framework, and relating these to 
courses may offer enhanced ways to effectively 
measure students’ knowledge, skills and abilities 

and lead to more enhanced capabilities in offering 
credit for courses in a curriculum set. Effective 
cybersecurity pathways from middle school to the 
end of a career necessitate the ability to 
understand skills and develop/award credit in a 
manner that is based on the ability to assess skills 

and not rely upon a sequence of courses. The 
assessment of experiential learning offers 
important contributions to assessing learning in a 
manner that leverages automation and limits 
time and expense in the assessment process. 
 
Given these opportunities, we propose that 

further research on dynamic competitions, such 
as National and Regional Collegiate Cyber 
Defense Competitions, Dynamic CTFs, Red vs 
Blue competitions and others. A common 
leaderboard across these competitions will offer 
an ability to better understand how to assess 
learning and enhance the definition and 

measurement of these dynamic skills that are so 
critical to aspects of cybersecurity such as 

incident response, penetration testing, and real-
time forensics. 
 
There were several suggestions to leverage a 

cloud hosting platform for Red vs. Blue moving 
forward. A cloud hosting platform such as AWS, 
Azure, or Google would make the competition 
more accessible and efforts to develop cyber 
competitions that address both technical and 

financial constraints would open such 

competitions to everyone everywhere and would 
be an important contribution to the discipline.  
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Appendix A 

Environment Details for Ubuntu 14.04 Machine 

This appendix shows a table from a Red vs. Blue competition on the development side. The developer 

will document the security misconfigurations they add to a computer, similar to the table that is shown 

below for a Linux machine. The “Category” column categorizes the vulnerability as a service, which 

means the setting relates to a scored service like DNS or FTP, or as a system, which regards the 

computer itself. The “Vulnerability” column is to explain what misconfiguration was added, and the 

“Example Patch” column gives a possible solution to the insecure setting. Teams are awarded 100 

points for each of the misconfigurations they fix. Additionally, the more of these vulnerabilities 

competitors fix, the harder it is for the red team to infiltrate their systems and take down their scored 

services, resulting in a higher number of points for service uptime. Competitors do not have access to 

this table during the competition. 
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Appendix B 

Environment Details for Windows Server 2016 

This appendix shows the misconfigurations applied on a Windows machine for a Red vs. Blue 

competition. 
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Appendix C 

Table of Scored Services and their Status 

This appendix shows the list of scored services that each team has to secure during the competition. 

The scoring engine checks every three minutes whether the service is up or down. If the service is up, 

the team is awarded 100 points. If it is not, then they get 0 points. For example, the scoring engine 

sees that HTTP is up, so the team gets 100 points. The next three minutes, the scoring engine sees 

that HTTP is down, so the team gets zero points. Then the next three minutes, the scoring engine sees 

that HTTP is back up, so the team gets 100 points and now has 200 points in total. 

 

The “Status” column shows if the service is currently up or down, and the “Trending” column tracks 

every three minutes whether the service was up or down. For example, in the table below, SSH is 

currently up, so the last character in the “Trending” category for SSH is a check mark. The red cross 

to the left of the check mark tells us that SSH was down 3 minutes ago. 
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Abstract  
 
The rapid growth of the Internet users and the proliferation of IoT devices in recent years has created 
a significant need for vulnerability detection and mitigation in these devices and their applications. 
Exposing computer science and cybersecurity students to these skills can help them strengthen their 
competencies in the industry. One approach that can be used to achieve this objective is reverse 
engineering, which involves gaining a thorough understanding of the relationship between the individual 
components of an IoT application. This paper presents lab exercises that teach students the concepts 

and practical techniques of reverse engineering for the purpose of detecting and mitigating 
vulnerabilities in IoT devices. The lab exercises are based on a real facial recognition web application 
hosted on a small IoT device, and they use both manual exploration and automated tools to provide 
students with a systematic and comprehensive understanding of reverse engineering. These well-
designed, hands-on labs can meet the practical needs of cybersecurity education and inspire heuristic 
learning on difficult cybersecurity topics such as reverse engineering. 
 

Keywords: Cybersecurity, Reverse Engineering, Internet of Things, Artificial Intelligence, Face 
Recognition, Re-engineering. 
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1. INTRODUCTION 

 
In recent years, the number of users with access 
to the Internet has increased dramatically. An 

estimated one million new users join the Internet 
every day. And six billion people are projected to 
be connected to the Internet by the end of 2022, 
a 1 billion increase from the 5 billion people in 
2020 (Morgan, 2020). Internet of Things (IoT) 
are also becoming prevalent. In 2015, regarding 
the number of connected devices by 2020, the 

low estimate was 18 billion, the most bullish 
forecast stated 50 billion devices (Lueth, 2015). 
Reputable companies such as Cisco, Intel, IDC, 
Gartner, etc., provide similar and higher 
estimates recently.  
 

This substantial growth of Internet users and 
Internet capable devices has increased the risk of 
cyberattacks. Cybercrime costs are estimated 
over six trillion USD globally in 2021, and that 
number is expected to grow 15 percent each year, 
reaching 10.5 trillion USD in 2025 (Morgan, 
2020). Because of this increase in both users and 

attacks, the need for security vulnerability 
analysis has never been more vital, especially for 
web applications. According to a global threat 
analysis report produced by Radware, the 
average number of blocked malicious web 
application requests increased by 88% from 2020 
to 2021, with 75 percent of those attacks 

performed via broken access control and injection 
(Radware, 2022).  

 
The massive increase in Internet access has also 
led to large increases in the quantity and diversity 
of Internet capable devices. The term “Internet of 

Things” (IoT) has been used to describe this 
phenomenon. Shwartz, Mathov, Bohadana, 
Elovici, & Oren (2018) define IoT as “a network of 
smart electronic devices with Internet 
connectivity.”  Nowadays a home containing a 
variation of IoT devices (also known as smart 
devices) that provide a variety of functions to the 

consumer is common. The introduction of these 
devices also introduces new security concerns 
and vulnerabilities.  
 

As cybercrime and security vulnerabilities 
increase, Cybersecurity and Computer Science 
professionals need the skills to mitigate threats to 

software applications. They must be proactive in 
detecting and patching vulnerabilities before 
malicious actors can exploit the system.  
 
As students graduate and enter the industry, 
vulnerability detection and mitigation skills will be 

invaluable to corporations, as patching 
vulnerabilities before they are exploited can save 

corporations millions of dollars as well as their 

reputation as a reliable company. While some 
software engineers can be tasked with creating 
new systems, many are tasked with maintaining, 

testing, reusing, and integrating existing systems 
(Canfora & Penta, 2007). New hires probably will 
be asked to work on systems that are already 
established, thus the ability to adapt and 
understand code that is not their own and test it 
for vulnerabilities is an important skill to possess. 
In order to accomplish this, they must be able to 

identify and comprehend the different 
components in a system and understand the 
relationship between them. However, most 
curricula only focus on designing software 
applications from scratch without regarding the 
common situation in the industry. 

 
There are a variety of tools and methods that can 
be used for software vulnerability detection, such 
as automated dynamic scanning (tool-based), 
static analysis (tool-based), and Reverse 
Engineering. While tools can be useful, their ease 
of use and quick results can lead to a lack of a 

holistic understanding of how a piece of software 
operates. Thus, courses that only utilize tools can 
run the risk of focusing on teaching how to use 
the tools instead of how to understand the 
underlying security and software principles. 
 
Reverse Engineering can be defined as “the 

process of analyzing a subject system to identify 
the system’s components and their 

interrelationships and create representations of 
the system in another form or at a higher level of 
abstraction” (Chikofsky & Cross, 1990). It has a 
vast number of goals, such as managing system 

complexity, creating alternate views, recovering 
lost understanding of a system, and existing 
software maintenance. It can also be used to 
audit the security and vulnerabilities of an 
application (this is a unique step in Secure 
Software Development, so it is not equivalent to 
software maintenance). 

 
From an offensive perspective, in many cases 
attackers or pen-tester have limited or 
incomplete access to the application’s entire 

framework. For instance, an attacker or pen-
tester may be able to view the front-end source 
code of an application but will not easily be aware 

of the backend code. However, through the 
process of Reverse Engineering, the attacker or 
pen-tester can gain an understanding of how the 
entire application operates.  
 
There are three basic approaches on how to 

Reverse Engineer a system. The first is white box 
analysis, which is a static approach that does not 
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require running the application (Ali, 2005). This 

approach is often used when all the systems 
components are easily available. The second 
approach is black box analysis, which uses inputs 

to check the behavior of the application/program. 
This approach is used when the user has less 
access to the backend of the system and must 
use inputs to determine the hidden components 
of the system. Finally, gray-box analysis utilizes 
both white box and black box in unison to 
evaluate the system, using each approach on 

various parts of the system.  
 
Real-world software systems are in constant need 
of modification and improvement due to new user 
requirements, modified business models, and 
changing legislation (Canfora, Penta, & Cerulo, 

2011). When applied to IoT-based web 
application security, Reverse Engineering can be 
used to develop a detailed understanding of how 
the application is constructed and how it 
operates. An IoT device hosting a web application 
can be broken down into 5 simplified layers: the 
physical, link, network, transport, and web app 

layers (Fig. 1). To have a complete understanding 
of a system's vulnerabilities, each layer of the 
application must be considered. Each layer has 
different attack surfaces and capabilities, and 
together their specific vulnerabilities can be 
combined to form a complete picture of the 
application’s potential security concerns.  

 

 
 

Fig. 1. Layer Diagram of Web Application 

 
There are several challenges to effectively 
creating a teaching curriculum for Reverse 
Engineering an IoT-based web application. First, 
the application and device must be at an 
appropriate level of complexity to match the 
abilities and knowledge of the students. Because 

Reverse Engineering often requires making 
inferences about the structure of an application 
and complicated analysis of the system, many 
applications are too complex to suit a curriculum 

for beginners. In addition, the IoT device used in 

the curriculum must be affordable and easily 
accessible so that faculty members and students 
can use them effectively. Lastly, the testing 

environment must be easily assembled so that 
entry into the exercises is not too difficult.  
 
The purpose of this paper is to provide a 
curriculum that students can utilize to gain 
hands-on experience with Reverse Engineering 
on a real-world IoT-based web application that 

integrates a face-recognition Artificial Intelligence 
(AI) model. This is accomplished by providing 
general background information on the topics 
discussed to promote a better understanding, 
followed by 5 hands-on labs that identify a variety 
of vulnerabilities of a facial recognition web 

application hosted by the ESP32-CAM IoT device. 
The vulnerabilities encompass multiple layers of 
the application and are discovered and mitigated 
through the process of Reverse Engineering and 
re-engineering. Thus, giving students the 
opportunity to practice these vital industry skills 
on a real application.  

 
The remainder of this paper is organized as 
follows. In the ‘Literature Review’ section, we 
review the current courseware or labs designed 
for teaching Reverse Engineering. In the 
‘Background’ section, the Internet of Things (IoT) 
device-based face recognition Web platform will 

be introduced, and its advantages will be 
explained. In the ‘Vulnerabilities Found by 

Reverse Engineering’ section, the specific 
vulnerabilities identified in the course will be 
discussed followed by an outline of the step-by-
step processes taken to assess each vulnerability 

that was identified. A summary of what areas can 
be improved and expanded is provided in the 
‘Future Work’ section, and the ‘Conclusion’ 
section provides a general summary of the 
paper’s contents and findings.  
 

2. LITERATURE REVIEW 

 
The concept of Reverse Engineering system 
began to get traction in the beginning of the 
1990s and a variety of methods and approaches 

have been proposed as systems have shifted to 
web-based user interfaces (Müller, Jahnke, 
Smith, Storey, Tilley, & Wong, ,2000). Early 

papers provide a helpful summary of the history 
of Reverse Engineering and the different methods 
and approaches involved. However, they only 
provide conceptual information and do not 
provide any sort of tutorial to learn Reverse 
Engineering.  

 



Cybersecurity Pedagogy & Practice Journal  2 (2) 

2832-1006  September 2023 

 

©2023 ISCAP (Information Systems and Computing Academic Professionals)                                            Page 42 

https://cppj.info/; https://iscap.info  

Shwartz et al. (2018) provides a detailed 

methodology and tutorial for Reverse Engineering 
and security vulnerability evaluation of what are 
considered “full stack OS devices” that contain a 

modern operating system such as Linux. These 
devices divide execution into kernel mode and 
user mode. However, this method does not 
address partial stack OS devices that have 
specially designed real-time operating systems, 
or devices that execute compiled instructions 
directly with no operating system. It provides a 

narrow focus of Reverse Engineering from a 
physical access perspective, dealing with device’s 
firmware memory images rather than the 
applications that are hosted by the devices as 
well.  
 

Ali (2015) gives a detailed argument for the 
importance of Reverse Engineering for 
undergraduate software engineering students. 
While Reverse Engineering can be difficult and 
time consuming, the process itself is very 
informative and gives students the ability to 
understand a system more rapidly and 

effectively. In addition, it points out that 
traditionally students are often given the task of 
designing and implementing new systems in the 
classroom. While this is a valuable skill, it is also 
crucial that they be able to understand code 
written by other programmers and improve upon 
existing software. Often in industry, companies 

already have legacy software and are interested 
in improving it rather than creating an entirely 

new product. Thus, Reverse Engineering skills are 
tremendously important. However, the paper 
merely emphasizes the importance of Reverse 
Engineering, and does not provide tutorials for 

students to use to achieve a better understanding 
of these concepts.  
 
Bellettini et al. outlines the usage of an automatic 
tool for creating UML (Unified Modeling Language) 
models for web applications called WebUml 
(Bellettini, Marchetto, & Trentini, 2004.)  It 

describes how the tool can be used for Reverse 
Engineering by utilizing the rich information that 
the extracted UML models provide. It provides the 
source code for a simple XML node construction 

application that can be used to test the 
effectiveness of WebUml. Thus, while this 
provides a simple use case for learning to use the 

tool for Reverse Engineering, the scope of the 
paper is limited to producing UML diagrams.  
 
Taylor & Collberg (2016) also proposed a tool for 
teaching Reverse Engineering. It notes that the 
current instruction materials regarding Reverse 

Engineering code have a lack of easy tools for 
students to use. It also notes that students take 

a substantial amount of time to configure and set 

up an environment that has the tools necessary 
to practice Reverse Engineering. The solution 
provided is an automated code obfuscator tool 

called Tigress that is combined with a web 
application. The application allows the instructor 
to generate custom target programs, which can 
then be obfuscated with a set level of complexity. 
The application then creates virtual machines that 
have the necessary Reverse Engineering tools 
selected by the instructor. The paper provides two 

example C programs that can be used, one that 
checks the current time and prints the variable, 
and an additional one that adds a password check 
to the first. A group of students were given this 
exercise and then polled at the end. While most 
students reported that the difficulty of solving the 

challenge was hard, a good percentage also 
indicated that it was easy, indicating that the 
student’s previous experience could be a large 
factor. In addition, most students were able to 
finish the assignment in a reasonable time, 
indicating that the proposed application was 
effective in creating a comfortable environment to 

practice Reverse Engineering skills.  
 
This paper provides an in-depth framework for 
students to follow to get hands on experience of 
Reverse Engineering through the purposes of 
vulnerability detection and mitigation that to our 
best knowledge has not been provided by existing 

works. The application that is examined is hosted 
by a IoT device with a compact operating system, 

and the vulnerabilities addressed are not just at 
the physical layers but encompass multiple layers 
and incorporate analysis of the applications code 
and the devices firmware. While automated tools 

can be helpful aids in Reverse Engineering, 
relying on them too much keeps students from 
understanding the process in depth. This paper 
provides a mixture of automated tools and 
manual exploration to provide students with a 
more systematic approach to Reverse 
Engineering.  

 
3. BACKGROUND 

 
As technology has advanced in recent years, the 

availability and usefulness of IoT devices has 
increased dramatically. While smart devices such 
as Amazon Alexa or smart appliances are popular, 

IoT devices can also be used for facial recognition 
purposes as well. Facial recognition is of 
particular interest because it can be used for a 
variety of purposes. For instance, IoT devices 
with facial recognition capabilities can be used for 
security purposes where authorized individual’s 

faces are scanned into the system and all other 
faces considered hostile. In addition, it could be 



Cybersecurity Pedagogy & Practice Journal  2 (2) 

2832-1006  September 2023 

 

©2023 ISCAP (Information Systems and Computing Academic Professionals)                                            Page 43 

https://cppj.info/; https://iscap.info  

used for recreational home use, such as identify 

what individuals are in a home to adjust the 
experience accordingly.  
 

The ESP32-CAM (Wikipedia contributors, 2022) 
IoT device (Fig. 2) integrates a member of the 
most popular IoT SoCs, the ESP series (Li, Ren, 
Chou, Liu, & McAllister, 2022), which offers a 
good introduction to the concept of IoT device-
based face recognition by integrating an AI Model 
with the IoT device. The ESP32-CAM interfaces 

with the computer via micro-USB connection. It 
can be purchased for $5 to $10 per device 
depending on the vendor. The inexpensive cost of 
the device and the ease of deployment makes it 
a suitable option for introductory exploration into 
the concepts of IoT device-based face 

recognition. 

 

 
 

Fig. 2. ESP32-CAM IoT Device 
 

The device contains a dual-core 32-bit ESP32-S 
CPU, 520 KB of SRAM, and 4M of PSRAM (Fig. 2). 
Furthermore, it has an 802.11b/g/n Wi-F0 BT/BLE 
System on Chip (SoC) module and a camera that 
supports OV2640 and OV7670, giving it both Wi-
Fi and image capability.  

 
There are a variety of pre-prepared programs 
that can be easily implemented on the device, 
including a face recognition web platform (Li, 
Chou, & McAllister, 2022). The web application 
provides the user with the ability to register faces 
to the application and then recognize registered 
users when they come into the view of the 

camera. The device sends a continuous stream of 

video footage back to the application, acting as a 
live feed security camera as well.  
 
The application also allows the user to modify a 
variety of settings for the camera display, such as 
saturation, brightness, and the frame size of the 

stream. The program is also designed to log the 
facial details of recognized individuals. The logs 
are transported via USB connection and are 
displayed in the serial monitor, recording the ID 

of individuals that have come into the view of the 

device’s camera. 
 
The benefits of the web platform for facial 

recognition are apparent, as the user can easily 
access the application on any Internet capable 
device and can access it from any location if they 
have access to the network and knowledge of the 
web application’s IP address. In addition to being 
deployed on an existing local network, the 
device's code can be easily modified to create a 

unique Wi-Fi AP that has its own SSID and 
password credentials.  
 
However, the ability for the device to connect the 
facial recognition and streaming capabilities to a 
web application presents some unique challenges 

for security as well. This paper aims to address 
these security vulnerabilities and demonstrate 
how students can learn essential security 
principles by evaluating and mitigating the 
vulnerabilities that are exposed. Although it may 
appear simple because of the ease of deployment, 
the facial recognition web application offers 

significant depth. Fig. 3 is a model created by 
Microsoft’s STRIDE application that shows the 
data flow and trust boundaries during the device’s 
operation. 

 

 
 
Fig. 3. STRIDE (Microsoft) Data Flow Model 

for the Face-Recognition Web Application 
 
In addition to the devices, there are a variety of 
common items and tools that will need to be 

assembled to reproduce the methods and 
concepts introduced in this paper. Fig. 4 outlines 
required hardware and tools in detail. ESP32-CAM 
is the target IoT device hosting a face-recognition 
Web App. Its camera can take photo of the user 
and send the user’s face image to an AI model for 
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analysis. Then the AI model can conduct face 

detection and face recognition (if the user 
registered before). The USB cable is used to 
connect the IoT device to the computer, where 

the Arduino IDE (Fezari & Al, 2018) is installed to 
prepare, compile, and upload the face-recognition 
application to the device. Also, the computer is 
the output peripheral of the device, where the 
device log can be printed out. cscope is the tool 
used to build the code database including the 
App’s source code (4 files) and thousands library 

files. cscope must work with a text editor to fully 
function. Finally, the Micro STRIDE tool will be 
used to do threat modeling (Fig. 3). 

 

 
 
Fig. 4. Curriculum Hardware and Software 

Requirements 

 
4. VULNERABILITIES FOUND BY REVERSE 

ENGINEERING 
 
Through Reverse Engineering, five categories of 
vulnerabilities were found hidden in ESP32-CAM 
IoT devices when they are programmed with the 

example face recognition application. To set up a 
proper lab environment to host the web 
application, follow the instructions detailed in the 
attached “Lab Environment Setup” document. 
The following sections provide detailed steps for 
the vulnerabilities that were detected and 
mitigated with Reverse Engineering and re-

engineering. 
 
Figure out the hard-coded credential 
This lab demonstrates how physical access to the 
UART/USB port on the IoT device can be exploited 
by an attacker to gain access to the hardcoded 

credentials. Students will need to Reverse 
Engineer the application upload process (from a 
development host to the IoT device) to figure out 
the tools for them to fetch the binary image from 
the IoT device (in reverse direction). Then, the 

students will need to Reverse Engineer the binary 

image to figure out where the hardcoded 
credential was saved. The Arduino IDE is simply 
a wrapper that provides a graphical user interface 

for ease of use, but at the core it calls a code 
compiler and uploader to upload the binary 
executable to the device. The attacker can upload 
code to a similar device with a verbose log output 
to understand what tools the program is using. 
Through Reverse Engineering, the program tools 
used for flashing to the device can be discovered. 

Then, further exploration can be done to 
determine the parameters of the tool to discover 
how it can read the flash as well. Then with the 
correct parameters for the flash reader, contents 
of the flash can be copied to a file and examined 
for hard-coded credentials and sensitive 

information.  
 
The SSID and password are hard coded into the 
application’s code. If physical access to the device 
is gained, these sensitive credentials could be 
compromised through analysis of the binary code. 
We know that the binary code was cross compiled 

in the Arduino IDE and flashed to the device via 
USB port. The same uploading tool could be used 
to extract the binary code from the device, thus 
reversing the direction and exploiting the hard-
coded credential vulnerability. Here are the steps:  
 

1. In the Arduino IDE, navigate to File -> 

Preferences, and make sure that verbose 
output is checked for compilation and 

uploading (Fig. 5). 
 

 
 

Fig. 5. Arduino IDE Preference Settings 
 

2. Compile and upload the program, look at 
the verbose log to see what underlying 
tools are called to upload the compiled 
program to the IoT device and where they 
are installed. From the output, we can see 
that 

“D:\Documents\ArduinoData\packages\e
sp32\tools\esptool_py\2.6.1/esptool.exe
” is the uploading tool (Fig. 6). 
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Fig. 6. Verbose Output for Uploading 
 

3. Locate “esptool.exe” and the underlying 
esptool.py (Fig. 7). 
 

 
 

Fig. 7. Esptool.py File Location 
 

4. Run the esptool.py to see the options and 

get more information. The write_flash 

option was used to upload the compiled 
program to the IoT device. To download 
the active image from the device (in a 

reverse direction), note the “read_flash” 

parameter (Fig. 8). 
 

 
 

Fig. 8. Esptool.py Parameters 

 
5. Run the “esptool.py” (Fig. 9) again with 

the “read_flash” parameter to see the 
sub-options. ‘address’, ‘size’, and 
‘filename’ are mandatory sub-options. 
 

6. Enter in the parameters “-b 921600 
read_flash 0 0x400000 targetImg”. The  

‘-b’ option will set the USB 
communication’s baud rate to 921600, 
which is the maximum speed. ‘0’ is the 
starting address of the image download. 
‘0x400000’ is the image size – ESP32-
CAM has a 4MB flash. And the 

“targetImg” option specifies the image 

output filename (Fig. 10). 
 

 

 
 

Fig. 9. Esptool.py read_flash Parameters 
 

 
 

Fig. 10. Esptool.py Running Results
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7. Once it has finished running, we can now 

navigate back to the folder containing 
“esptool.py” and should see the 
“targetImg” file that was generated (Fig. 

11). 
 

 
 

Fig. 11. Downloaded ESP32-CAM Image 
 

8. Take the targetImg file and upload it to a 
Kali Linux VM. Using a terminal, navigate 
to the folder that contains the file and 
type the command “strings targetImg” to 
derive all readable strings from the binary 
image (Fig. 12).  
 

 
 

Fig. 12. Commands to Derive Strings from a 
Binary Image 

 

9. So many strings are derived from the 
“targetImg” file (Fig. 13). 

 

 
 

Fig. 13. Embedded Strings in targetImg 
 

10. The SSID can be scanned by a cell phone. 
The idea is if we can find the SSID string 
embedded in targetImg, we probably will 

be able to find its password around it. The 
grep command along with the context 

searching options (2 lines ‘B’efore and 2 

lines ‘A’fter the keyword ‘SSID’) can be 
used to search for strings around the 
SSID string (Fig. 14). This will 

 

 
Fig. 14. Narrow down the Password 

Searching by “grep” 

 
11. Thus, by Reverse Engineering the 

compiler and uploader that are called by 
the Arduino IDE, secrets hardcoded on 
the device can be extracted. 

 
Trigger the application corruption by a 

buffer overflow 
Front-end code of a Web application is usually the 
start point for attackers to perform Reverse 
Engineering against the application. Testing a 
variety of inputs can help discover vulnerabilities. 
Through the process of black box Reverse 
Engineering, a buffer overflow vulnerability in the 

framesize input variable can be detected. White 
box Reverse Engineering can then be used to 

inspect the code and find the area that pertains 
to the handling of the control variables of the 
application. 
 

In addition, discovering this vulnerability 
demonstrates the importance of manual 
exploration, as an automated scan for 
vulnerabilities would not have necessarily 
discovered this vulnerability. 
 
Here are the steps taken to discover the 

vulnerability:  
1. Manually explore the web application. 

Note that the applications control panel 
offers a variety of user preferences that 

can be adjusted such as resolution, 
quality, brightness, etc. (Fig. 15).  
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Fig. 15. Web Application Control Panel 

 
2. Click the “Resolution” drop-down menu 

and select the largest setting. Then click 
“Start Stream”. You should see that the 
stream window size is now much larger 
than the default (Fig. 16). 

 
 

Fig. 16. Web Application Large Frame 
size 

 

3. Now that we know that users can send 
control requests to the backend code that 
modifies aspects of the application, an 
analysis of the backend code can be 
performed to look for vulnerabilities. 
 

4. By a quick look through the code, we can 

see that the “app_httpd.cpp” file contains 
all the handlers for the application: 
“stream_handler(),” “cmd_handler(),” 

“status_handler(),”, “capture_handler()”, 
and “index_handler().” 

 
5. The handlers are initialized by the 

function “startCameraServer()”. Fig. 17 
shows the code fragment of the 
startCameraServer() function. 
 

 
 

Fig. 17. Code fragment of 
“startCameraSever()” Function 
 

6. From the names of the handlers, the 
“cmd_handler()” function should control 
the user commands on the control panel. 
Inspecting the code inside of the handler 
confirms this as it contains all the 
different control panel variables (Fig. 18).  
 

 
 

Fig. 18. Code Fragment of 
“cmd_handler()” Function 

 
7. By looking at the code, we can see there 

is no input validation for the “framesize” 
variable in the cmd_handler() function. It 
simply uses the value of the “val” 
parameter that is passed from the user 
request. So, what if the user tries setting 

the framesize to a negative number? 
 

int val = atoi(value); 

sensor_t * s = esp_camera_sensor_get(); 

int res = 0; 
 

if(!strcmp(variable, "framesize")) { 
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    if(s->pixformat == PIXFORMAT_JPEG) { 

        res = s->set_framesize(s, (framesize_t)val); 

    } 

} 

 
8. From this block of code, the “/control” 

URL via a HTTP_GET request can be used 
to trigger the “cmd_handler()” function 
(Fig. 19). 
 

 
    

Fig. 19. Code Fragment of 
“startCameraServer()” Function 
 

9. With this information, we can conclude 
that we can bypass the drop-down menu 
of the application and enter in the request 
directly into the webpage’s search box by 
combining the designation for the 
command handler, the control variable, 
and the control value. Thus, the attack 

vector 
http://{IP}/control?var=framesize&val=
x where the “IP” is replaced with the IP 
address of the App and the “x” can be 
replaced with any value. This will allow for 
values outside of the drop-down box 

parameters to be input into the system.  
 

10. Go to the application and click “start 
stream” and verify it is working properly. 
Note the size of the stream window (Fig. 
20).  

 

 
 

Fig. 20. Web Application Stream 
 

11. Enter the attack vector with “x” being set 
to the value 10. A blank page will load, 
click back to the application. You should 
see that the window is bigger, indicating 

that request was successful in modifying 

the application’s frame size (Fig. 21). 
Now a variety of strange inputs can be 
tried to test the application for bugs. 

 

 
 

Fig. 21. Web Stream Enlarged 
 

12. Try a negative value for the parameter. 
The application fails to display a window 
at all, revealing a successful attack to the 

system (Fig. 22). 
 

 
 

Fig. 22. Web Stream Broken 
 

13. Try a ridiculous big value for the 
parameter. You should see that this 
request causes the stream to be 
unresponsive and timeout. A look at the 
serial monitor logs reveals that it has 

caused an exception and the system is 
continually rebooting (Fig. 23). 
 

 
Fig. 23. Serial Monitor Error Log 
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14. Try a smaller value that is still larger than 

10. You should see that the stream is 
broken and full of unintelligible bars (Fig. 
24). In this case since 12 appears to be 

just slightly over the given threshold, the 
overflow resulted in just the stream data 
being corrupted and did not crash the 
entire application. 
 

 
 

Fig. 24. Frame size Buffer Overflow 
 

15. Try to enter in a decimal value next, such 
as 5.5. The display should simply round 
the number and display the appropriate 
rounded value (Fig. 25). 

 

 
 

Fig. 25. Decimal Value for Frame size 
 

16. Thus, the proper parameters for the 
framesize variable can be inferred: do not 
include negative numbers or numbers 
greater than 12. However, we do not yet 

know how large the numbers can be. 
 

 
 

Fig. 26. cscope Findings 
 

17. We can use the ‘cscope’ tool to collect 
library code installed for Arduino IDE and 
ESP32 add-on. Along with the 4 source 
files, we can build a code database, where 

we can use vi to search for all the 
occurrences of an interesting variable 
through the code database. Then, we can 
get more information about that variable. 
For example, by searching for the 
keyword ‘framesize’, we can find a struct, 
where the valid values per that variable 

are shown in the comments (Fig. 26). 
 
18. Thus, the valid inputs for the framesize 

parameter are between 0-10. Negative 
numbers cause a display failure and 
values greater than 10 cause the stream 
data to be corrupted due to a buffer 

overflow. 
 

5. FUTURE WORK 
 
While this paper identifies a variety of 
vulnerabilities in the face-recognition Web App for 

the ESP32-CAM IoT device, further exploration of 
the code and additional testing could reveal 
additional vulnerabilities that were not identified 
in this paper. E.g., we will cover “vulnerability 
detected by auto scan: X-frame options header 
not set”, “AI model vulnerability”, and “3rd party 
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library vulnerability” lab exercises in another 

paper. In addition, the “Data Corruption” and “AI 
Model Manipulation” vulnerabilities were not 
patched as the solutions are beyond the scope of 

this paper. Future work could include an in-depth 
analysis of the AI model used for facial 
recognition and detection to prevent the model 
from accepting manipulated user input such as 
printed photos and sunglasses. Furthermore, 
tests could be performed on the AI model and 
devices to determine what made some of the 

photos cause the system to crash. Also, we plan 
to add a multimedia supplement walking through 
the exercises. 

6. CONCLUSIONS 
It has become increasingly crucial for 
Cybersecurity and CS students to possess the 

skills needed to understand the different 
components of a software application and how 
they relate to one another in the system. The 
process of Reverse Engineering can provide 
students with these skills. This paper provides an 
IoT-based framework to accomplish this goal, 
developing various labs to enhance students’ 

competency on vulnerability analysis by Reverse 
Engineering.  
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Appendix: Set up the lab environment 
 

It is assumed that cybersecurity students participating in the course understand how to set-up a 

Kali Linux Virtual Machine using tools such as Virtual Box. The screenshots taken for this 

tutorial are on a Windows machine, but the entire curriculum could be performed on a Kali 

Linux VM. 

1. Download the latest Arduino IDE 

1. Go to https://www.arduino.cc/en/software 

2. Select the appropriate download option for your operating system. For the purposes 

of this paper and for simplicity, we recommend starting with the Windows operating 

system 

 
3. Once the installer has been downloaded, follow the installation instructions 

4. Open the Arduino IDE via the start menu or desktop shortcut 

It should look like this: 

 

https://www.arduino.cc/en/software
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5. Navigate to File->Preferences->AdditionalBoardsManagerURLS: 

 
6.            URL            d     d   x   x   d     k “ k”:  

https://dl.espressif.com/dl/package_esp32_index.json 

https://dl.espressif.com/dl/package_esp32_index.json
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7. Navigate to tools->Board->Boards Manager->   d      “     ”                    I  

the additional package was added in the previous step, you should see esp32 as an 

option: 
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8. In the right corner, select the 1.0.3 option and click install 

 
9. Wait for the add-on to download. When it is finished you should see that it is 

installed: 

 
10. Plug in the device to your computer via a USB cable. The cable must support data 

transportation, not just power. 
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11. Navigate to Tools->Port. You should see a selected COM port available. 

12. I  “    ”    g    d    ,          w       d                       UAR  d              

device. Download the driver available at this link: 

https://www.silabs.com/developers/usb-to-uart-bridge-vcp-drivers  

1. Select the version compatible with your OS: 

 
2. Wait for the folder to download and extract the contents 

3. Go to your start menu and type in device manager. Locate the device in the 

“O     d      ”                 d                d                 g     g  z d    

the proper driver 

https://www.silabs.com/developers/usb-to-uart-bridge-vcp-drivers
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4. Navigate to the extracted driver folder, right click on     “            ”        d 

click install 
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5. Wait for the install to complete, then re-open device manager. You should see the 

d           d   d   “      ( OM & L  )” 

 
13. Once the proper driver is installed, re-open the Arduino IDE. Navigate to Tools -> 

Ports. Select the COM option available if it is not already selected. 
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14. Then go to Tools -> Board -> ESP32 Arduino -> AI Thinker ESP32-CAM. The result 

should look like this (the COM port may be different): 

 
 

2. Find CameraWebServer Application and Flash to ESP32-CAM Device: 

a. The Arduino IDE with the esp32 package installed comes with several 

example programs. Navigate to File -> Examples -> ESP32 -> Camera -> 

CameraWebServer.  
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b. Load the program, it should look like this: 

 
 

c.                 ” d       AMERA_MODEL_WRO ER_KI ”     ,   d 

              “#d       AMERA_MODEL_AI_ HINKER”  R           
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“   d”   d “    w  d”           w                      d   d     w  d  Y    

code should now look something like this: 

 
d. Click File -> Save to save the modifications. You may be prompted to save 

the sketch in a folder of your choosing. 

e. Click the check mark in the top left to compile the code. If it compiles 

successfully, the output at the bottom of the IDE should look something like 

this:  

 
f. Next, click the arrow just to the right of the check mark to upload the code to 

the Device. Once again, make sure the proper COM port is selected and the 

proper device type is selected as well. If the code is uploaded properly, you 

should see something like this at the bottom of the IDE: 
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g. To access the IP address information for the web application, you must use the 

serial monitor. Click Tools -> Serial Monitor and set the baud rate to 115200 

baud. Then click the RST button on the device. You should see something like 

this as an output: 

 
h. Finally, use a device connected to the same Wi-Fi network that matches the 

SSID and password in the code. Open a web browser and type in the address 

IP displayed in the serial monitor. You should be directed to a webpage like 

this: 
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i.   gg          “F    D        ”   d “F    R   g      ”            d     k 

“            ”  A   d                 d     ’              d         I       

works correctly, you are ready to start the reverse and re-engineering process 

on the application! 

 
3. Install OWASP ZAP on Kali Linux VM 

1. Start your Kali Linux VM. Visit this webpage: https://www.zaproxy.org/download/. 

    k     “L   x I        ” d w    d       : 

https://www.zaproxy.org/download/
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2.               w           d   d     k “OK” 

 
3. Open a terminal and navigate your downloads folder. Verify the 

“ZA _ _  _ _   x   ”               w       “  ”       d  E     “    d  +x 

ZAP_2_11- _   x   ”        g                  x                             d 

“  d   /ZA _ _  _ _   x   ”                     : 
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4. A dialog box will pop up, click next and agree to the terms of agreement: 

 
5.     k “F     ”                           : 
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6. Click the menu in the top left corner and type Zap. You should see ZAP installed on 

your machine. Click the application to run it: 

 
 

7. Select no for the persistent ZAP session and click start: 
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8. A     g    dd      x             I    ,            “F zz  ”          d          k 

“U d           d”: 
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9. Now the OWASP ZAP tool should be ready to use, and it should look something like 

this: 

 
10. With this installed, students should be read to follow the detailed instructions outline 

in the paper to practices the vulnerability detection via reverse engineering and re-

engineering. 
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Abstract  
 
Effective cybersecurity education requires offering hands-on exercises in addition to lecture-based 
learning. The study provides insights into the challenges of cybersecurity hands-on education and offers 
a pathway for developing better cybersecurity educational materials. The fast-paced nature of the 
cybersecurity field makes it difficult for educators to keep up and create realistic exercises. Hence, there 
is a need for a common framework that would enable educators to produce more usable and effective 

cybersecurity hands-on educational resources, avoiding the reinvention of the proverbial wheel. In this 
work, we developed criteria to categorize and evaluate existing cybersecurity education resources based 
on their technical and educational characteristics. We analyze and evaluate four existing cybersecurity 
resources and provide critical remarks on their usability and effectiveness. Finally, we propose 
recommendations for developing new cybersecurity labs or exercises as well as designing cybersecurity 
platforms. 

Keywords: cybersecurity, hands-on education, usability, effectiveness, evaluation, criteria.  

 
1. INTRODUCTION 

 
Providing effective cybersecurity education is 
challenging since it requires a lot of hands-on 
exercises, not just lecture-based learning. 

Additionally, developing students’ competitive 
skills in cybersecurity puts educators in a position 

of creating (and often re-creating) a large variety 
of hands-on materials to keep up with the fast 
pace of this ever-growing field, which takes time 
and requires significant computational resources.  
 

Many of the existing hands-on cybersecurity 
education resources exemplify high-quality 
learning materials and tools. However, there is no 
unified structure nor defined order allowing 
educators to use them seamlessly and coherently 

in their courses. Having a cybersecurity education 
framework for such resources would make it 
simpler to find and use what is needed in specific 
courses as well as determine the support 
structure required for efficiently and successfully 

deploying those resources in the classroom. As a 
result, we believe that educators should unite 

their efforts to design usable and effective 
cybersecurity education materials based on 
robust standardized criteria. 
 
Developing and deploying real-life cybersecurity 

scenarios in academia take more time than 
regular assignments/projects for other types of 
courses. As educators design their assignments 
and labs, one element they should ponder about 
is how to minimize frustration and maximize 



Cybersecurity Pedagogy & Practice Journal  2 (2) 

2832-1006  September 2023 

 

©2023 ISCAP (Information Systems and Computing Academic Professionals)                                            Page 69 

https://cppj.info/; https://iscap.info  

active learning. For instance, a considerable 

amount of time is dedicated to exercise setup and 
troubleshooting rather than spending time on 
actual learning. An educator may spend 30 

minutes setting up a 5-minute attack 
demonstration. At the same time, if a lab requires 
a lot of setup or is somewhat vague, it may deter 
students from learning because it does not work 
as it should or does not work at all. Additionally, 
the fast-paced cybersecurity and technological 
landscape makes it infeasible for educators to 

keep up and develop realistic exercises for their 
students as it often requires them to revamp all 
exercises every semester. As a result, hands-on 
cybersecurity education is behind a lot of other 
STEM education areas. 
 

In this study, we investigate known available 
resources/environments, assess them, share our 
experience based on their educational and 
technical pros/cons, provide recommendations 
for everyone, and then share our vision on what 
criteria need to be there for exercises and 
platforms to be effective. The primary goal of this 

project is to make cybersecurity exercises 
consistent and better. Critiquing the projects is 
part of our analysis that is not meant to downplay 
the importance and usefulness of the projects but 
is rather meant to help the reader understand the 
existing challenges with such projects. 
 

2. OBJECTIVE AND METHODOLOGY 
 

Our objective is to develop a framework for 
producing more usable and effective 
cybersecurity hands-on educational resources. In 
the context of this work, usability is mainly 

related to technical characteristics (e.g., 
customizable labs and lab access method) and 
effectiveness is mainly related to educational 
characteristics (e.g., clear instructional materials, 
learning objectives, and progress tracking). 
 
To achieve our objective, we developed criteria 

(Appendix A) to categorize and evaluate 
(determining the instructional value) existing 
cybersecurity education resources. At the 
beginning of the criteria development process, we 

compiled a list of questions to ask before 
considering a new resource: 
 

● Does the education resource provide enough 
support such that the instructor finds it easy 
to use in their class?  

● Does it clearly state learning objectives? 
● Does it provide supplemental material (e.g., 

network map)?  

● Does it contain relevant content?  
● Does it come with an instructor’s manual?  

● Does it have a grading rubric?  

● Does it include an instructor answer key?  
● Is it simple to deploy, run, and administrate 

exercises? 

● Is it modular, allowing for mix and match / 
plug and play / not-sequential exercise 
completion? Does it allow instructors with 
different special areas to find what they need? 
Is each exercise/lab an independent unit and 
it does not necessarily depend on finishing 
the one before it? Does the project allow 

users to put the available exercises/labs in 
the order they need them to be rather than 
enforcing a particular order for using the 
labs? 

● Does it challenge students to complete the 
exercise or merely hand-holds them to follow 

the step-by-step instructions? 
● Is there a way to assess the student’s 

learning?  
● Does it provide the instructors with 

assessment tools/measures? 
 
Based on these questions, we identified specific 

criteria metrics described in section 3. We then 
conducted a critical review of each of the 
resources’ usability and effectiveness 
characteristics based on our experience and 
following the developed criteria. We used the 
collective knowledge from our experience to 
design the pathway for more usable and effective 

materials. 
 

The rest of this paper is outlined as follows. In 
section 3, we list the developed evaluation 
criteria. Section 4 critically evaluates several 
existing environments according to the developed 

evaluation criteria. Section 5 discusses some of 
the other known cybersecurity projects that are 
not included in this study. Section 6 introduces 
the proposed recommendations. Section 7 
presents the conclusion and the future direction 
of cybersecurity education resource 
development. 

 
3. EVALUATION CRITERIA 

 
For evaluation to be useful, it must be based on 

well-developed criteria. To accomplish that, we 
first introduce the following two categories: 
usability and effectiveness. Under each category, 

we list several criteria that are either quantitative 
or have a simple answer (e.g., yes/no). Each 
criterion will have a number, a label, possible 
answers, and a description. Due to the difficulty 
of objectively measuring qualitative criteria 
without introducing an opinionated bias, we 

minimized the number of qualitative criteria. 
However, more qualitative criteria will be 
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introduced in a later work after polling the 

broader community as will be mentioned in the 
Future Directions section. 
 

Usability Criteria 
In this subsection, we list four criteria developed 
under the usability category: (C1) type of labs, 
(C2) customization possibility, (C3) access 
method (in the form of 3 sub-criterion: C3-A, C3-
B, and C3-C), and (C4) level of support.  
 

Number: C1 
Label: Type of labs 
Possible Answers: Stand-alone / Connected 
machines / Both 
Description: This criterion lists the type of labs 
available on a provided platform. The “Stand-

alone” type describes the exercises/labs in the 
platform that can be executed on a single 
operating system without any need to connect to 
another OS using network communication. The 
lab may be done on a virtual machine or may 
represent a set of instructions that a student can 
perform on their own computer. The “Connected-

machines” type implies that labs require the 
involvement of at least two computer/virtual 
machines and a computer network. The machines 
required can be either hosted on the cloud and 
available online or downloadable virtual machines 
with setup instructions. The “Both” type implies 
that the project offers “Stand-alone” and 

“Connected-machines” labs. 
 

Number: C2 
Label: Customizable Labs 
Possible Answers: Yes / No 
Description: This criterion lists whether a project 

enables instructors to customize the lab 
environment according to the instructor’s needs 
or not. In the case of “Stand-alone” labs, this may 
be adding, editing, or removing services (either 
provided by the project or the instructor) in any 
given system. In the case of “Connected-
machines” labs, this may be adding, editing, or 

removing virtual machines (either provided by 
the project or the instructor) on the network. 
 
Number: C3-A 

Label: Cloud-based (the whole education 
resource is accessible through a web browser) 
Possible Answers: Yes / No 

Description: This criterion lists whether a project 
enables instructors to access and use the 
education resource through a web browser or not. 
“Yes” means using the resource does not require 
downloading any virtual machines or software by 
instructors or students. “No” means the project 

requires some sort of downloading, configuring, 
or installing software that is dependent on some 

specified requirements (e.g., hardware or 

operating system). 
 
Number: C3-B 

Label: Lab access (for cloud-based projects) 
Possible Answers: SSH Only / Web Interface Only 
/ Both 
Description: This criterion lists whether the labs 
are accessible via SSH (terminal), a web browser, 
or both. 
 

Number: C3-C 
Label: Setup guidelines (for downloadable 
material) 
Possible Answers: Yes / No 
Description: This criterion lists whether projects 
providing the downloadable material include 

directions and guidelines pertaining to the setup 
process. 
 
Number: C4 
Label: Level of support 
Possible Answers: Institutional / Individual / None 
Description: This criterion lists the level of 

support provided to instructors and students by 
the project. An “institutional” support implies that 
the project has some form of a ticketing/helpdesk 
system to report problems, ask questions, and 
get support (e.g., in case of network failure, 
environment not being available, or account 
problems). An “individual” support implies that 

the project is supported by a single individual via 
email or a form fill-out. None implies that there is 

no clear way for instructors and students to ask 
questions or get support. 
 
Effectiveness Criteria 

In this subsection, we list eight criteria developed 
under the effectiveness category: (C5) 
instructor’s manual availability, (C6) student 
instructions availability, (C7) includes learning 
objectives, (C8) mapping to frameworks, (C9) 
limitations, (C10) progress tracking, (C11) time 
tracking, and (C12)  accessibility level. 

 
Number: C5 
Label: Instructor’s Manual Availability 
Possible Answers: Yes / No / Partial 

Description: This criterion identifies if a project 
provides an instructor’s manual to help 
instructors understand and prepare for the 

material (i.e., exercises or labs). “Yes” means 
that all exercises have instructor’s manuals. “No” 
means that none of the materials have 
instructor’s manuals. “Partial” means that some, 
but not all, of the material has instructor’s 
manuals or that instructor’s manuals are partially 

incomplete. 
 



Cybersecurity Pedagogy & Practice Journal  2 (2) 

2832-1006  September 2023 

 

©2023 ISCAP (Information Systems and Computing Academic Professionals)                                            Page 71 

https://cppj.info/; https://iscap.info  

Number: C6 

Label: Student Instructions Availability 
Possible Answers: Yes / No / Partial 
Description: This criterion lists if a project 

provides instructions for students on how to walk 
through the material. The instructions can be 
either step-by-step or general guidelines on how 
to complete the labs. “Yes” means that all labs 
have student instructions. “No” means that none 
of the materials have student instructions. 
“Partial” means that some, but not all, of the 

materials have student instructions. 
 
Number: C7 
Label: Includes Learning Objectives 
Possible Answers: Yes / No / Partial 
Description: This criteria lists if the project 

materials include clear learning objectives. “Yes” 
means that all materials have learning objectives. 
“No” means that none of the materials have 
learning objectives. “Partial” means that some, 
but not all, of the material have learning 
objectives. 
 

Number: C8 
Label: Mapping to Frameworks 
Possible Answers: NICE KSAs / CAE KUs / Both / 
None 
Description: This criterion lists the cybersecurity 
educational frameworks which the project uses 
for mapping its materials. At the time of writing 

this article, the NICE KSAs (Petersen et al., 2020) 
and CAE KUs (CAE Documents Library, n.d.) are 

the two widely adopted cybersecurity education 
frameworks. 
 
Number: C9 

Label: Limitations 
Possible Answers: Resources / Time / Both / None 
Description: This criterion identifies the project’s 
limitations. The “Resources” limitation can be a 
limit on the number of students running an 
exercise at any given time, a capacity per 
account/course (e.g., a lab may state that no 

more than 10 users can have access at the same 
time or only 16 machines are available for 
provisioning), or the necessity to have students 
download and install/import one or more virtual 

machines. The “Time” limitation can be a limit on 
the period of usage (e.g., resources are only 
available for two days). 

 
Number: C10 
Label: Progress Tracking 
Possible Answers: Yes / No 
Description: This criterion identifies projects that 
track students' progress on the assignment and 

allows instructors to view it.  
 

Number: C11 

Label: Time Tracking  
Possible Answers: System / Lab / Both / None 
Description: This criterion lists projects that track 

students’ time and allow instructors to view it. 
The “System” time tracking implies that the 
project tracks the total time students have spent 
on the platform. The “Lab” time tracking implies 
that the project tracks the time students have 
spent on a specific lab. 
 

Number: C12 
Label: Accessibility Level 
Possible Answers: Nationwide / Limited / Paid 
Description: This criterion identifies the 
accessibility level of a project. The “Nationwide” 
level means it is accessible (free of charge) to any 

educational institution in the United States. The 
“Limited” level means it is accessible (free of 
charge) to a certain population (e.g., only Virginia 
State institutions). The “Paid” level means it is 
accessible for anyone who pays a fee (varying by 
the material provider). 

 

4. APPLYING THE CRITERIA THROUGH 
CRITICAL EVALUATION 

 
One of the struggles that educators face is 
developing labs and exercises that would not 
hand-hold students but instead would promote 
discovery and self-learning and open the 

opportunity to make mistakes without affecting 
grades. Cybersecurity is a field where technical 

knowledge is closely interleaved with theoretical 
foundations. Thus, it is challenging to determine 
a balance between how much information is 
enough and how much information is too little or 

too much for students to complete an exercise 
and facilitate learning. 
 
In this section, we analyze and evaluate four 
existing cybersecurity resources (based on the 
evaluation criteria defined in the previous section) 
providing critical remarks on their usability and 

effectiveness. We realize that it is challenging to 
measure the materials’ value, hence, we follow up 
with a discussion and recommendations section 
about educational and technical pros/cons 

according to our experience.  In Appendix A, we 
include a table that shows which criteria are 
included in each of the four major hands-on 

educational resources evaluated in this work. 
 
DETERLab 
DETERLab (DETER Project, n.d.) (Mirkovic & 
Benzel, 2012) is a cluster environment focusing 
on allowing researchers and instructors to deploy 

cybersecurity experiments with custom network 
configurations to investigate cyber attacks and 
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defenses. DETERLab aims to provide an active 

learning scalable platform, a large number of 
computing resources, exercise setup automation, 
as well as access to reusable and modular 

experiments. In 2012, DETERLab was used by 
over 47 universities and colleges and had more 
than 400 general-purpose computing nodes 
(Mirkovic & Benzel, 2012). As of December 2016, 
DETERLab users have created 192 projects for 
their classes and DETERLab has served 13,000 
students (DETERLab, n.d.). We decided to 

evaluate DETERLab's usability and effectiveness 
in educational settings, providing practical 
recommendations for improvement, because we 
believe that the platform has the potential and 
clear direction if it is made more adoptable. 
 

Personal Experience 
The first major struggle we faced was related to 
a confusing, outdated user interface (UI). It was 
challenging to navigate the platform, find where 
and how to start, and figure out how to add 
experiments to our project/class. Tabs on the 
homepage were not consistent. We did not see an 

“Experiments” tab until we figured out how to add 
our first experiment -- and only then did a new 
tab called “Experiments” appear on the 
instructor's page. It was difficult to find an answer 
to our questions using the site's Wiki since the 
search feature was not giving the correct results. 
Eventually, we had to use an external search 

engine to actually look things up on the Wiki. 
Overall, the Wiki did not seem to be written with 

the end-user in mind. 
 
Labs are accessible using nested SSH connections 
to connect to the remote hosts which makes 

navigation between the hosts on the network 
confusing. The upper right corner of the 
DETERLab website showed the number of 
available PCs out of 691 PCs in total. The number 
of PCs freely available for deployment has been 
very low on a daily basis during the spring of 2020 
(under 100) which poses a serious scalability 

challenge. During the spring of 2022 we found out 
that the total number of available PCs went down 
from 691 to 360 due to the retirement of the 
Berkley DETERLab site administrator (Figure 1). 

 

 
Figure 1 DETERLab Berkeley nodes are down 
 
The DETERLab project allows for lab 
customization (DETERLab’s custom NS syntax) 

but there is a significant learning curve associated 
with the customization process. The DETERLab 
project has a simple FAQ page, a wiki, and a 

ticketing system. Based on their publicly available 

ticket information (DETERLab Ticket System, 
n.d.), some tickets are addressed within days 
while others may require follow-ups and take 

months. 
 
More information about the DETERLab 
experience, the sign-up process, steps required, 
etc. can be found here (Ibrahim & Ford, 2021). 
 
Recommendations 

We recommend the DETERLab project to 
restructure and redo the Wiki, make the website 
usable and user-friendly, make homework and 
teacher manuals consistent, and provide training 
videos/classes for instructors. In addition, we 
think that offering an online training module 

(e.g., tutorial videos) to use DETERLab for all new 
users and publishing user reviews provides 
transparency and makes the material reliable, 
hence improving the material over time. And for 
those interested in using DETERLab we 
recommend expecting to put in significant effort 
and spend a considerable amount of time 

familiarizing yourself with how things work. 
 
NICE Challenge 
The NICE Challenge Project (NICE Challenge, 
n.d.) allows educators to use real-world 
virtualized business environments to teach 
cybersecurity. It contains over 100 different labs 

including defense, offense, server administration, 
configuration, setup, auditing, logs, malware, and 

other topics. At the time of writing this work, the 
NICE Challenge served more than 550 institutions 
and 1,000 faculty with 3,000 virtual 
machines/day and more than 150,000 total 

workspaces deployed. All NICE challenges are 
mapped against the NICE Framework’s KSAs 
(Petersen et al., 2020) and CAE KUs (CAE 
Documents Library, n.d.). The project is available 
at no cost to educational institutions, provides 
training for new educators, has a support portal, 
requires only a web browser, and has a ticketing 

system to provide feedback and request support. 
The NICE Challenge Project evaluated according 
to the Usability and Effectiveness Criteria can be 
found in Appendix A. 

 
The NICE Challenge project has a strategy guide 
that only includes a short explanation of the 

objectives and does not include any instructions 
on how to perform the tasks or reach the goal. 
From an instructional perspective, it does not 
provide the instructors with any useful 
information to help them be prepared for the 
challenge. The NICE Challenge project provides 

students with a narrative-driven scenario, a 
workspace, and a set of technical objectives 
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and/or a written deliverable, but it does not tell 

students how to complete the challenge and 
reach the technical objectives and/or a written 
deliverable. 

 
The NICE Challenge project does not allow 
challenges to be available immediately. 
Instructors (a.k.a. curators) have to reserve pods 
for their students. Each reservation is limited to 
two consecutive days. And, each instructor has a 
limited number of seats to use for the 

reservations. Reservations must be requested by 
the instructor at least one day prior to the 
beginning of the required reservation day. In 
some cases, some days are not available due to 
insufficient workstation availability as shown in 
Figure 2. 

 

 
Figure 2 NICE Challenge workspace 
availability 
 
The NICE Challenge project has an FAQ section 
and a helpdesk. Based on our experience, they 

respond very quickly (within 24 hours) to new 
tickets submitted through the helpdesk site.  
 
The NICE Challenge project does not track the 
students' progress per challenge. However, it 
divides challenges into multiple checkpoints and 

it has automatic triggers to know whether a 

student was successful to reach the end goal for 
each checkpoint or not. It does not track the 
students’ actions from when they start working 
on the checkpoint until they encounter an issue 
or complete the challenge. The NICE Challenge 
project provides information about the amount of 
time it took the student to complete each 

challenge checkpoint (Figure 3). 
 

 
Figure 3 NICE Challenge student statistics 
 
Personal Experience 

The account application process is 
straightforward. The application is available on 
the main webpage and requires the instructor's 

name, EDU email, and their plan to use the 
challenges. When we applied to use the NICE 
Challenge platform, our application got reviewed 

and approved within a couple of days. It was 
simple to find out how to create a reservation. 
Once a reservation was active, it was easy to 
begin a lab and try it out. 
 
Before using the challenges in the classroom, we 
had to go through the labs ourselves as there are 

no instructor’s manuals for any lab. Most of the 
time, we experienced roadblocks and we had to 
reach out to the support team for clarifications. 
The support team promptly responded and our 
issues were resolved in a timely manner, even 
during weekends. After our confusion was 

resolved, it was straightforward to adopt the labs 

and provide hints and instructions to our 
students. We used it in the classroom and to host 
a cybersecurity awareness month competition. 
Students who participated in the competition 
expressed that they especially enjoyed the real-
world, scenario-based experience. 

 
There are many advantages to using the NICE 
Challenge project. It has a large variety of labs 
that helps educators find the right fit on a specific 
topic for their students to experience the practical 
application of theoretical knowledge that is often 
covered in cybersecurity courses. The labs are 

simple to deploy, provide an engaging scenario 
for students while they are waiting for the virtual 

environment deployment, and can be used by all 
students at the same time since the reservation 
is already made. A demo challenge is available 
that helps students understand how the platform 
operates and how to submit a challenge. In 

addition, the instructor can access students' 
deployments (GUI in the browser) and look at 
their machines which is especially beneficial when 
troubleshooting or providing support to students. 
It can be used for developing skills within a course 
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and to train/prepare students for attack and 

defense competitions. Instructors can also submit 
a “Challenge/Feature Request” through the 
project’s ticketing system. 

 
The NICE Challenge project also has some 
limitations that instructors should be aware of. 
Instructors cannot add students to a reservation 
if it has already started. A student cannot deploy 
more than one challenge at a time. The lab 
reservations are limited to two consecutive days, 

and the instructors have a limited number of seat 
credits available to use for reservations. An 
instructor’s manual is not available, making it 
challenging for instructors to support their 
students when they encounter difficulties. Also, 
some challenges may be harder than they seem 

to be and some may not be working correctly. 
Thus, instructors must go through the challenges 
and ensure the “checks” (objectives) work 
correctly before assigning any of the challenges 
to their students. Finally, if an instructor has a 
teaching assistant (TA) added to the portal as an 
overseer to grade submissions, the TA must be 

the one who creates the reservations in order to 
be able to view student submissions. The 
instructor cannot allow an overseer (e.g., TA) to 
view submissions made for reservations that were 
created by the instructor. 
 
Recommendations 

We hope that in the future the NICE Challenge 
would allow educators to reserve available pods 

for more than just 2 consecutive days. Also, it 
would be beneficial to have a mechanism to 
generate a custom environment. A repository of 
challenge instructions would help educators in 

adopting the challenges and assisting students 
when they get stuck. Consequently, hints would 
be a useful feature to add. Instructors should 
have the option to allow TAs to view any 
reservation created at any point as well as 
submissions for reservations created before the 
TA was assigned to the class. 

 
SEED Labs 
The SEED project (SEED Labs, n.d.) started in 
2002 by Kevin Du and has been growing since 

then. The SEED project's objective is to develop 
hands-on laboratory exercises (called SEED labs) 
for computer and information security education 

and help instructors adopt these labs in their 
curricula. As of 2021, the project has been funded 
by a total of 1.3 million dollars from NSF, and is 
now used by over a thousand educational 
institutes worldwide. 
 

The SEED project consists of four main elements: 
Labs, Books, Lectures, and Workshops which 

cover topics such as computer and information 

security, cryptography, software security, 
network security, web security, operating system 
security, and mobile app security.  

 
The labs are hosted as downloadable virtual 
machines that instructors and students would 
deploy themselves on their local computers. 
Lately, there has been an effort to make virtual 
machines available on cloud platforms (e.g., 
AWS, Google Cloud). However, the instructors 

would be responsible for any associated fees to 
host and operate the virtual machines or they 
would need to join a cloud-based Educate 
Program (e.g., AWS Educate) providing free 
credits for students and instructors. Additionally, 
instructors can receive lab manuals via email 

after providing evidence that they are the 
instructors of the course where the labs are going 
to be incorporated. 
 
The books cover computer/Internet security 
topics and include problem sets associated with 
the hands-on labs allowing students to practice 

and learn both theoretical and practical 
cybersecurity paradigms. Slides and solution 
manuals are freely available in an electronic 
format for instructors upon request.  
 
The lectures are recorded on the Udemy platform 
as two separate courses, namely Computer 

Security and Internet Security, and can be 
accessed for a fee. As of the time of writing this 

article, the SEED website provides a Udemy 
coupon to receive discounted access to the 
recorded lectures. 
 

The workshops provide training to instructors who 
are interested in using SEED labs in their courses. 
They have been offered annually every summer 
since 2015, free of charge to accepted 
instructors. The SEED labs project according to 
the Usability and Effectiveness Criteria can be 
found in Appendix A. 

 
Personal Experience 
Downloading the SEED virtual machines and 
adopting the labs is simple and available for 

anyone to use under the Creative Commons 
Attribution-NonCommercial-ShareAlike 4.0 
International License. The project provides 

detailed setup instructions on how to get started, 
download, import, and configure the SEED virtual 
machine. It is possible to customize the labs but 
instructors would need to do it on their own 
without the involvement of anyone from the SEED 
Project team. The lab manuals are made with the 

end-user in mind, assuming zero previous 
knowledge. The labs’ documentation is very 
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illustrative, including screenshots and code 

snippets describing every configuration step in 
detail, a troubleshooting section, and a guide on 
related topics. Additionally, we found it beneficial 

that each lab includes suggested supervised and 
unsupervised times that students should typically 
spend doing the lab. 
 
SEED labs (version 2.0) provide 9 software 
security, 10 network security, 3 web security, 2 
hardware security, 8 cryptography, and 2 mobile 

security labs. Some of the labs (e.g., web 
security) can be done using only one copy of the 
SEED virtual machine, whereas other labs require 
cloning the VM to one or two additional copies in 
order to go through the lab. The instructors 
should ensure beforehand that students’ 

hardware supports virtualization and has enough 
hard disk space (at least 10 GB per VM) and RAM 
(at least 2 GB of RAM available per VM). In 
regards to support, we received timely answers 
to our questions from the PI of the SEED project. 
 
Recommendations 

The SEED labs are very stable and are being used 
by many institutions all over the world. One major 
topic we recommend everyone investigate is 
finding a simple way to host the SEED VM on the 
cloud to minimize the overhead of requiring one 
VM per student. For instance, the SQL injection 
lab can be done by hosting a centralized version 

of the VM and all students need to only use the 
browser to do the lab rather than having all 

students install and download the VM to do that 
lab. Lately, the SEED project started providing 
instructions on how to deploy the VMs in 
commercial cloud systems.  

 
Another important topic is creating a web-portal 
(forum) for instructors and users to connect and 
share knowledge. Since the SEED project is 
individually supported, developing an online 
forum/blog can be helpful to connect all those 
who use the SEED labs. Instructors who adopt the 

SEED labs may need to restructure and clarify the 
submission guidelines and deliverables that 
students need to follow as well as include a 
grading rubric, if necessary. Additionally, we 

believe that mapping the labs to the major 
cybersecurity education frameworks would be of 
high benefit to the instructors. 

 
EDU Range 
EDURange (Boesen et al., 2014) is an NSF-funded 
project “providing hands-on exercises, a student-
staffed help-desk, and webinars”. Initially, 
EDURange was a cloud-based platform hosted on 

AWS. But currently, EDURange is no longer a 
cloud-based project and the code is provided for 

instructors to host it on their own cloud or 

servers. The exercises' goal is to allow faculty 
with little prior background to teach security and 
increase the number of schools teaching 

cybersecurity concepts. The gamified exercises 
(called scenarios) are open-source and available 
on GitHub. Based on their project’s website, there 
are 8 scenarios currently available on the 
platform, namely: getting started, file wrangler, 
SSH inception, total recon, strace, ELF infection, 
treasure hunt, and metasploitable. These 

scenarios go over learning about the basics of 
using the Linux command line, permission 
loopholes in Linux, nested SSH, executable file 
examination using strace, SQL and XSS injections 
on a web app, nmap scanning, files and 
directories in Linux, basics of metasploit on a 

widely used image of Metasploitable2 (Linux-
based), and infected binaries. 
 
Personal Experience 
When we started investigating how to use the 
EDURange project, we found that a server is 
required to host the scenarios but there are no 

server specifications provided. Thus, we created 
an Ubuntu 20.04 Virtual Machine with 6 GB RAM, 
2 CPU cores, and 16 GB of storage on an ESXi 
virtualization server. To deploy the environment 
on the server we used the commands in the 
EDURange GitHub repo which went well with a 
few hiccups. After our first failed deployment 

attempt, we contacted EDURange support about 
our deployment process and they updated the 

repo with commands that worked the second time 
we attempted the deployment process. 
Afterward, we were able to create one 
administrative account and two student accounts 

on the platform for testing. However, we 
encountered issues with the lack of hardware 
specifications. The first scenario we chose to 
deploy was Metasploitable which constantly failed 
to deploy. After tracing the terminal output, we 
found that the scenario was not progressing. 
Given that we knew that Metasploitable requires 

a large storage space, we checked the remaining 
storage space to find out that we ran out of space 
on the server. We had to extend the disk storage 
from 16 GB to 40 GB and then redeploy the 

scenario. 
 
It is of major importance to set up the EDURange 

.env file correctly from the first time. That file will 
include the hosting server’s hostname or IP 
address which will be used in every scenario to be 
deployed. When we set up the .env file incorrectly 
during our first deployment, there was no 
available option to update the values after the 

server was started. To resolve the error resulting 
from a misconfiguration in the .env file, we had 
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to completely destroy the first deployment and 

start a totally new one with the correct 
configuration. 
 

Another issue we encountered is that student 
accounts cannot access a scenario if the scenario 
was created prior to the student registrations. 
Hence, students must already be in the system 
before the scenario is assigned to the students’ 
group and later deployed. Otherwise, the 
students would see an error message if they try 

to join that scenario even after rebooting the 
server. 
 
An additional challenge we encountered is that a 
scenario may not deploy correctly if the name 
includes a space in it. Some scenarios (e.g., Elf, 

strace, and WebFu) did not deploy at all or were 
deployed with errors at the time of writing this 
work.  
 
Almost every scenario has some inconsistency in 
it. For example, in the File Wrangler scenario, the 
task numbering in the student guide does not 

align with the actual numbering of the questions 
that the students should answer (e.g., the guide 
for task #4 will cover question #4 and #5, then 
task #5 will cover question #6) which can be 
confusing. In addition, all the steps in the task 
guide were numbered as “1” instead of having a 
sequential numbering. We experienced many 

inconsistent or wrong formatting in different 
scenarios. Also, student guidelines are not 

complete and do not map properly to the task(s) 
required to finish a scenario. 
 
Another example of an inconsistency is that 

question #6 in the Getting Started scenario asks 
for six file names of image files. However, there 
is only one textbox to enter the answers. The 
question mentions entering each filename 
separately. We found this confusing and it would 
have been better if the environment included an 
unambiguous way to accept the answers. 

 
In addition, the order of the deployed scenarios 
displayed in a table format (which includes the 
buttons to start/stop/destroy a scenario) on the 

administrative dashboard keeps changing in real-
time, making it difficult for instructors to be sure 
they click the correct button. It has happened a 

couple of times that when we meant to click 
“stop” for a particular scenario, it actually stopped 
another scenario. 
 
In an attempt to offer the SSH Inception scenario 
to students, we developed our own set of 

questions in an exercise using our Learning 
Management System. In the exercise 

instructions, we included the local IP addresses 

that students need to use according to the SSH 
Inception scenario. When we destroyed and 
created a new SSH Inception scenario for a new 

group of students, the IP addresses in the new 
scenario were different from the first one. This 
means that we had to take new screenshots and 
update the IP addresses we used in our exercise 
to match the newly deployed scenario. 
Instructors should expect that every new 
deployment of an exercise will have a different set 

of IP addresses associated with the scenario. 
 
Recommendations 
The first recommendation is to have a clear 
starting point for how to set up the EDURange 
server since the “Guides” tab on the EDURange 

website (visited on 04/05/2023) points to 
outdated instructions. For example, when clicking 
on the “An instructor EDURange installation 
guide” link (in Figure 4), it navigates to a 
deprecated GitHub repo (Figure 5). Also, there 
are two websites that host the EDURange 
information, guides, etc. (edurange.org and 

edurange.github.io), and the latter is an outdated 
version. 
 

 
Figure 4 EDURange guides 
 

 
Figure 5 EDURange deprecated repository 
 
After navigating the EDURange’s main GitHub, we 

found the correct repository which is the one we 
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used for setting up and running the EDURange 

server. We highly recommend pointing to that 
GitHub repository directly from the EDURange 
website to eliminate any confusion or trouble on 

the instructors’ end. 
 
We also recommend adding a “reset scenario” 
button for the whole class as well as separately 
for every student to address cases when students 
accidentally make irreversible changes to the 
environment preventing further progression 

through the assignment. 
 
For those interested in using the EDURange 
project, keep in mind that you need to plan your 
hardware requirements according to the number 
of scenarios you will deploy and the number of 

students you will engage. If EDURange 
developers include example estimates for 
hardware requirements needed to support 
students in classrooms, that can help instructors 
plan accordingly.  
 
There are two ways to create student accounts. 

Admins can create a “Group” which generates a 
“Registration Code” to share with students. Each 
student then has to create their own account with 
that Registration code. Note that if a student 
registers after the admin builds a scenario to the 
“Group”, the student will not be able to access the 
scenario (an error will be shown when the student 

tries to open the scenario). Therefore, the 
instructors need to ensure that all students are 

registered before assigning a scenario to the 
“Group”. 
 
Alternatively, the admin can pre-populate the 

Group with a number of Temporary Members. 
This option gives the admin a standardized 
usernames and random passwords list which the 
admin can pass on to their students. However, if 
students use these usernames and passwords, 
they cannot change their usernames to their real 
names which can become a challenge during 

grading. There should be a way to import/export 
group members from an Excel/CSV file. The 
export function could provide the details of 
students’ performance in the labs. The import 

function can allow the automated creation of user 
accounts, using students’ real names/email 
addresses. 

 
When an administrator creates a scenario, the 
only way to know which group it was created for 
is to go to the “Command History” tab inside the 
scenario and look for the player names and then 
find out the group they belong to from the 

administrator dashboard. For the users of 
EDURange, when creating a scenario, we 

recommend typing the GROUP NAME as part of 

the Scenario name because there’s no easy way 
to know which group a scenario belongs to.  
 

When building a scenario, the terminal will show 
information about the time elapsed for some 
scenarios (e.g., Metasploitable), but the web 
interface will not display any information about 
the progress of building a scenario. We 
recommend displaying information about the 
progress of building a scenario on the instructor 

dashboard. Also, indicating the disk space used 
by a scenario is of vital benefit in managing 
resources. Thus, we recommend adding the disk 
space used by each scenario on the instructor 
dashboard (e.g., Metasploitable requires about 
7GB of disk space). The information about the 

required storage for all scenarios would allow the 
instructors to ensure that they have allocated 
enough disk space for the machine. Thus, it would 
also be useful to see how much disk space is left 
in total on the instructor dashboard. We 
recommend that the platform does not allow the 
instructor to create a scenario unless there is 

enough disk space available, displaying an 
appropriate notification message. 
 
The dashboard could also benefit from an option 
for the instructors, notifying them when there is 
an update of the platform available on GitHub. As 
of now, there is no way to check for updates on 

new scenarios or incomplete scenarios. 
 

It would be beneficial to provide an instructor 
Answer Key. Currently, instructors can find the 
correct answers to the questions by creating a 
test student account, going through the scenario 

tasks, and finding the answers themselves. Or, 
the test student account can be used to type any 
kind of an answer; then the instructor can go to 
the admin dashboard to see the correct answers 
for the test student user account trials. A separate 
answer key will also eliminate the highly unlikely 
event of a student running an EDURange server 

and finding the embedded answers themselves. 
 
The answers to all scenarios are publicly available 
on the GitHub repository (meaning that students 

could potentially be able to find it), for example, 
the source for the SSH Inception scenario can be 
found here: 

https://github.com/edurange/edurange-
flask/blob/master/scenarios/prod/ssh_inception/
questions.yml 
 
The EDURange playground should allow 
instructors to specify the IP addresses range they 

need to use when deploying a scenario. If that IP 
range is not already in use by another scenario, 
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the IP range should be accepted to be deployed. 

Otherwise, instructors should be notified that the 
IP range they chose is currently in use and should 
be able to change their choice. 

  
5. OTHER PROJECTS NOT INCLUDED IN 

THIS STUDY 
 
In this section we list other projects we hoped to 
assess but could not do so for different reasons.  
 

GENI CyberPaths (Mountrouidou, 2019) included 
a variety of network-related exercises, such as 
DoS attacks, covert storage channels, and 
intrusion detection systems. However, the project 
is no longer maintained and most of the exercises 
are not possible to run. The SecKnitKit project 

(Siraj, Ghafoor, Tower, & Haynes, 2014), funded 
by the NSF, offers a VirtualBox standalone virtual 
machine to cover four different security areas: 
Network, Software Engineering, Operating 
Systems, and Database Management. It is 
important to note that this project is of a smaller 
size than the other projects included in this study. 

At the same time, the topics that the exercises 
cover could be introduced in non-security-related 
courses. The project is no longer maintained and 
is accessible for downloading from the CLARK 
platform (Taylor, Kaza, & Zaleppa, 2021). 
 
There are some state-sponsored cyber ranges 

established in the US like the Michigan Cyber 
Range, Florida Cyber Range, and Virginia Cyber 

Range (Priyadarshini, 2018). For instance, the 
Virginia Cyber Range is a cloud-hosted 
infrastructure with hands-on cybersecurity labs, 
modules, and courseware repository that maps to 

the NICE Framework KSAs (Petersen, Santos, 
Smith, Wetzel, & Witte, 2020) and CAE KUs (CAE 
Documents Library, n.d.). The materials are 
freely available for Virginia State high schools and 
colleges that meet eligibility criteria. The same 
material is also available nationwide but under 
the name of the US Cyber Range. The US Cyber 

Range has a pricing model that is dependent upon 
the class enrollment and the number of months 
that the students plan to use the cyber range for. 
 

There are several other paid platforms similar to 
the US CyberRange that we have not included 
here. Additionally, there are cyber ranges that 

have a limited availability scope, such as 
Cyber.org Range (n.d.) which is only accessible 
for K-12 schools. 

 
6. RECOMMENDATIONS 

 

Hands-on cybersecurity learning depends on two 
main elements: effective exercises and usable 

platforms hosting such exercises. In this section, 

we propose recommendations for developing new 
cybersecurity labs or exercises (following an 
evidence-based learning approach) as well as 

designing cybersecurity platforms.  
 
According to our experience, we noticed that 
some students would follow all the steps in an 
exercise but would not be able to put all the 
exercise pieces together, therefore they would 
not fully understand the purpose of what they 

were doing. They would complete the exercises 
and pass the class but it would become a waste 
of time as no effective knowledge transfer had 
occurred. Thus, the exercise development 
process (as recommended in the following 
Exercise Development subsection) is key in 

making sure that knowledge transfer is effective 
for students. Additionally, without doubt, the 
usability characteristics of cybersecurity 
platforms (as recommended in the following 
Platform Development subsection) directly 
impact the use of effective exercises. 
 

Exercise Development Recommendations 
At the beginning of the exercise development, 
educators should clearly define what they want 
students to learn (learning objectives) so that 
they can evaluate it based on known frameworks 
such as the CAE Knowledge Units (KUs). 
Exercises should state what students need to 

know (prerequisite knowledge) and what they 
should be able to do using that knowledge (e.g., 

actionable outcomes). Educators should 
incorporate reflection questions at different 
stages (checkpoints) of the exercise to verify that 
students have grasped the individual KUs 

correctly. An additional benefit of such an 
approach is that other educators would be able to 
quickly understand which KUs are covered by the 
exercise, thus facilitating the continued 
development of new exercises and labs that 
address missing KUs of the existing resources.   
 

We believe that each exercise should include the 
following sections: 

● Learning objectives 

● A mapping of learning objectives to NICE 

KSAs and/or CAE KUs 

● Prerequisite knowledge 

● Network map (or other necessary diagrams 
pertaining to the exercise) 

● Glossary of major terms 

● Complete and clear setup directions (for 
instructors), if applicable 

● Scenario-based guided directions for students 

● A comprehensive walk-through directions, 
such as instructional videos (for instructors) 
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● Hints and references to helpful resources at 

the end of every stage of the exercise that 
students could look into before proceeding (a 
system of checkpoints rather than step-

through instructions) 

● Submission guidelines (for students) 

● An exercise answer key (for instructors) 

● A sample evaluation rubric/methodology (for 
instructors) 

● Knowledge base where students can 
comment, engage in discussions, and ask 
questions (e.g., Piazza) 

● Optional: for extra complex projects, an FAQ 
section could be beneficial 

● Optional: a final challenge scenario (e.g., a 
capstone project - for students) 
 

Platform Development Recommendations 
Based on the platforms evaluated in this work, we 
developed usability and feature 

recommendations pertaining to cybersecurity 
education platforms. The essential platform 
usability requirements include having a user-
friendly intuitive UI/UX design, informative text 
about progress, and easy-to-access support 
pages.  
 

Our recommendations for the platform features 
are: 

● A “getting started” demo exercise for 
students and instructors. 

● Setup guidelines (including required 

resources) to deploy the platform if self-
hosted by instructors. 

● A process (with examples) for instructors to 
publish exercises on the platform. 

● An ability to add new students to the exercise 
at any time (some platforms do not allow 
adding new students if the exercise has been 
deployed). 

● Students’ time tracking spent on working on 
exercises. 

● Students’ exercise progress tracking. 

● An ability to rate, review, and provide 
feedback for each exercise on the platform. 

● An ability to add co-instructors or TAs to 
assignments. 

● A list of platform limitations (e.g., number of 

students working at the same time, a list of 
required computing resources, etc.). 

● Support mechanisms for students and 
instructors. 

● FAQ for students and instructors. 
 
Additionally, cybersecurity platform developers 
should keep in mind that some educators are new 
to this field (especially at the K-12 level) and need 

easy access to material and instructions. We also 

believe that funding agencies (e.g., NSF, NSA) 

should provide opportunities for projects with 
promising initiatives (e.g., NICE Challenge, US 
Cyber Range) to give gifts/funds to schools that 

want to start using these environments for a 
predefined period of time (like a year) and require 
these newcomers to provide effective feedback on 
how to enhance the project. 
 

7. CONCLUSION AND FUTURE DIRECTION 
 

Cybersecurity resources have come to a state of 
spaghetti code: unstructured and difficult to 
maintain. In this work, we developed evaluation 
criteria for cybersecurity exercises and platforms 
and used them to evaluate existing cybersecurity 
education resources, determining the 

instructional value for each of them. We shared 
our personal experiences using the platforms and 
provided recommendations to developers and 
users. These recommendations are not meant to 
contain an exhaustive list of best practices but 
rather be a starting point for cybersecurity 
educators to use and improve upon. Finally, we 

listed recommendations for exercises and 
platform development which can enhance the 
existing cybersecurity posture in education. 
 
Our next steps in this research include developing 
a survey to poll the community (NICE, NSA CAEs, 
SIGCSE, etc.) about the evaluation criteria, their 

feedback on their experiences, and 
recommendations. In addition, we plan to ask 

them what resources they use and what 
approaches they follow to share their 
experiments, if any. We will compile the results of 
our future work in the form of a publicly available 

white paper to the community. Additionally, we 
plan to work with the community at large to 
improve the existing cybersecurity posture in 
education.  
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APPENDIX A 

 
 

 

Resource Name 

Usability Criteria 

Type of labs Customizable Labs Cloud-based Lab access Setup guidelines Level of support 

C1 C2 C3-A C3-B C3-C C4 

DETERLab Both Yes Yes SSH only N/A Institutional 

NICE Challenge Both No Yes Web Interface Only N/A Institutional 

SEED Labs Both Yes No N/A Yes Individual 

EDURange Both Yes Yes SSH Yes Individual 

 

 

 

Resource Name 

Effectiveness Criteria 

Instructor’s 

Manual 

Available 

Student 

Instructions 

Available 

Includes 

Learning 

Objectives 

Mapping to 

Frameworks 
Limitations 

Progress 

Tracking 

Time 

Tracking 

Accessibility 

Level 

C5 C6 C7 C8 C9 C10 C11 C12 

DETERLab Partial No No No Resources No No Nationwide 

NICE Challenge No No No 

NICE TKSAs 

+ 

CAE KUs 

Both No Lab Nationwide 

SEED Labs Yes Yes Yes No Resources No No Nationwide 

EDURange No Yes Yes No Resources Yes No Nationwide 
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Abstract 

 
This paper describes two Discord-based undergraduate student projects that were created to reinforce 
cybersecurity concepts covered in a data privacy course and an introduction to cloud computing course.  
The first project, created for the data privacy course, is used to provide students with a practical and 
“hands-on” project to utilize role-based access control (RBAC). This course was developed primarily for 
business students who do not necessarily have the information technology background possessed by 

computer information systems or computer science students.  The second project, created for an 

introduction to cloud computing course, is used to illustrate the basic function of a botnet and 
incorporates a few other cybersecurity topics.   We believe these projects represent just the tip of the 
iceberg of how Discord can be utilized as a source of course projects. Additional Discord-based project 
ideas are described at the end of the paper. 

 
Keywords: information systems education, cybersecurity projects, discord, data privacy, role-based 

access control (RBAC), bot programming, botnets

 
1. INTRODUCTION 

 
Discord is a free voice, video, and text 
communication platform that was initially 

designed to facilitate communication between 
video game players (Discord, 2023). Since its 

launch in 2015, the platform has also been widely 
adopted by non-gamers seeking to create shared-
interest virtual communities. Since the COVID-19 
pandemic, it has also been used as a tool in the 
delivery of online courses - being one of the few 

easy-to-use free platforms that combines text-
based chat, direct messaging, screen sharing, 
and both voice and video conferencing for 
multiple concurrent users. 
 

Much has been written about utilizing Discord’s 
sharing and communication features as a tool to 
facilitate online education (Grimbsy, 2019; Wiles 
& Simmons, 2022). However, the Discord 

ecosystem (software, community, content) can 
also be used as a source of course projects. We 

describe two cybersecurity-related Discord-based 
student projects that we created for a data 
privacy course and an introduction to cloud 
computing course. Both courses are offered in our 
Computer Information Systems (CIS) 

Department, which is housed within the School of 
Business. All project-related materials are 
available for download 
(https://github.com/marcwaldman/discord_rbac
_botnet). 
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2. DISCORD 

 
The Discord platform allows users to navigate in 
and out of virtual communities. Each community 

is referred to as a “server” or a “guild”. Each 
server consists of one or more multimedia-rich 
discussion “channels” that allow participants to 
talk, in real-time, using voice, text chat, or video 
conferencing.  
 
Channels are voice or text-based “virtual rooms” 

set aside for the specified type of communication. 
Voice channels also support video and screen 
sharing.  Multiple named channels can exist 
within a single server and can optionally be 
grouped under an umbrella name called a 
“category”. For example, a Discord server for 

individuals interested in computer programming 
might have a “Java” and a “Python” category, 
each containing a group of channels related to 
topics within the particular programming 
language.  
 
Figure 1 shows a very basic Discord client user 

screen. Individual text and voice channels can be 
selected from the left-hand side listing. In this 
case, the “welcome” channel has been selected. 
The two categories appearing on this screen are 
“TEXT CHANNELS” and “VOICE CHANNELS”. The 
chat area is located to the right of the channel 
listing - messages from users that have posted to 

this channel will appear here. Older messages can 
be read by scrolling up; newer messages appear 

at the bottom of the channel. This channel 
contains only two messages. Both text and 
multimedia (emojis, pictures, and video clips) can 
be posted to text channels.  

 

 
Figure 2: Discord Client User Screen 

The Discord software, referred to as the Discord 
client, is available for all major desktop and 
phone-based operating systems. In addition, one 
can access Discord via a web-based front-end.  
Note that the Discord platform itself is centralized 

and hosted on Discord company hardware. Users 

and developers simply interact with the platform 
via the client software or its application 
programmer interface (API).  

 
The Discord client provides a relatively intuitive 
graphical user interface that allows one to join, 
create, or administer servers. No programming or 
system administration experience is needed. With 
the click of a button, a server can be created and 
pre-populated with default text and voice 

channels. All channels can be changed or 
removed by the server’s creator. 
 
In addition to creating servers, one can join other 
pre-existing servers. Servers can be configured to 
allow anyone to join or require an invite to join. 

An invite is essentially a server-specific URL 
generated by Discord. These options are 
controlled by the server’s creator, who is, by 
default, considered the server’s administrator. 
  
A Discord-provided search engine allows 
individuals to find servers catering to specific 

interests. Web-accessible third-party search 
services and listings are also available. 
 
Permissions and Roles 
Popular Discord servers may have many 
thousands of users. Administering and policing 
members in channels and other Discord objects is 

facilitated by permissions and roles. Permissions 
are assigned to grant access to Discord objects 

(e.g. a text channel) or to allow specific actions 
such as the ability to delete any post within a 
channel. Roles can be thought of as a named alias 
for a group of permissions. Anyone who joins a 

server can be assigned to one or more roles. The 
default role is the “everybody” role - permissions 
granted to this role apply to all users of the 
server. Permissions or roles can be assigned to 
users by the server’s administrator.  
 
Certain permissions, such as removing a message 

posted by another user, are typically reserved 
solely for the administrator. However, the 
administrator can assign these permissions, or a 
role incorporating these permissions, to other 

users - allowing the moderation workload to be 
shared among special “deputized” members. 
 

Why Discord? 
Several Discord competitors exist, including the 
well-known Slack and Microsoft Teams 
applications. When evaluating the alternatives, 
we were looking for an application that had the 
following: 

- Wide adoption and utilization. 
- Freely available for all operating systems. 



Cybersecurity Pedagogy & Practice Journal  2 (2) 

2832-1006  September 2023 

 

©2023 ISCAP (Information Systems and Computing Academic Professionals)                                            Page 84 

https://cppj.info/; https://iscap.info  

- Allowed the creation of “virtual communities” 

that kept a persistent record of public text-based 
messages that could later be viewed by 
community members who were not present at the 

time the messages were posted.   
- Allowed the creation of “bots” -programs that 
interact with the communications platform. 
- Provided the ability to grant application-specific 
permissions or roles to different users of the 
system. 
 

While the free-to-use tier of several of Discord’s 
competitors, including Slack, do satisfy these 
requirements, Discord was chosen due to its 
perceived ease of use, popularity among college 
students (D’Agostino, 2023; Sukhanova, 2023), 
and generous limits on its free services.  

 
The two projects described in this paper do not 
require any Discord-specific features. Therefore, 
the projects can be adapted to any platform 
offering the last three features outlined above. 
 
Although originally developed for use by gamers, 

Discord has been widely (well over 100 million 
users) utilized and adopted as a platform to host 
virtual communities in areas as diverse as music 
appreciation and cryptocurrencies (Browning, 
2021). There exists a rich support community for 
this platform as evidenced by the large collection 
of quality resources that can be readily accessed 

on YouTube or otherwise found via a search 
engine. 

   
The authors, during the Spring 2022 and Spring 
2023 semesters, utilized Discord-based student 
projects in two courses offered in our CIS 

department. The courses and the associated 
projects are described below. 
 

3. DATA PRIVACY COURSE 
 

This is a CIS elective course that is open to all 
students in the School of Business. Due to the 

importance of this subject matter, CIS majors are 
strongly encouraged to enroll. The course has a 
law-oriented focus, examining data privacy laws, 
policies, and issues related to data protection.  

There are no course prerequisites, but junior or 
senior standing is expected. 
 

As the material covered in this course will likely 
be of interest to students in other majors, no 
formal prerequisites were added.  While this lack 
of prerequisites expanded the audience for the 
course, it also limited the type of computer-based 
projects that could be assigned. Projects involving 

computer programming, system administration, 
or database development were not an option. 

Nevertheless, applied “hands-on” projects can 

greatly enhance student learning and show how 
in-course concepts can be applied in the “real 
world”.  

 
The important concepts of “roles” and 
“permissions” are covered in the course. These 
concepts are relatively easy to understand and 
are found in many aspects of life (society, school, 
work, etc.). However, it is only when one tries to 
apply these concepts to non-trivial problems does 

one realize the complexity of the underlying 
implementation issues (identity management, 
conflicting permissions, role revocation, etc.). 
Students majoring in information technology-
related fields (Computer Science, Business 
Analytics, Information Systems, etc.) will likely be 

able to apply these concepts to implementable 
projects in areas such as database management 
or system administration. Fewer opportunities to 
practically apply these concepts exist for those 
with non-information technology backgrounds. A 
Discord-based project was developed to help fill 
this gap. 

 
Role-Based Access Control  
One of the reasons we chose the Discord platform 
was its ability to allow server owners to establish 
and grant roles to specific users. This provided us 
with the opportunity to create a student project 
that incorporated the concept of Role-Based 

Access Control (RBAC), a topic that is covered in 
the course.  As defined in (Ferraiolo et al., 1995), 

“the central notion of Role-Based Access Control 
(RBAC) is that users do not have discretionary 
access to enterprise objects. Instead, access 
permissions are administratively associated with 

roles, and users are administratively made 
members of appropriate roles. Users can be made 
members of roles as determined by their 
responsibilities and qualifications and can be 
easily reassigned from one role to another 
without modifying the underlying access 
structure.”   

 
In more simplistic terms, a role can be thought of 
as an alias for a set of permissions, and each role 
can be assigned to, or revoked from, one or more 

users. Roles can be combined and built into 
hierarchies, forming new roles that provide 
incremental addition of new permissions. For 

example, within a company, everyone may be 
assigned the role of employee. The employee role 
has a limited set of access permissions to the 
company's Human Resources (HR) system. The 
manager role incorporates the employee role and 
includes additional access permissions for the HR 

system.   
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Multiple roles can also be assigned to a single 

user. Within RBAC systems there exist 
mechanisms that allow, possibly conflicting, 
permissions within different roles to be 

disambiguated and then applied. Discord, which 
supports the assignment and combination of 
multiple roles, has a rich set of permissions that 
can be applied to various objects including 
communication channels, messages, and users. 
The full set of permissions and disambiguation 
rules are described on the Discord Developer 

website (Discord Permissions, 2023). 
 
Preparation and Project 
Before being assigned the project, the students 
were required to complete a PowerPoint-based 
tutorial/exercise that led them through Discord 

setup and usage. The tutorial also covered the 
basics of server creation, permissions, and roles.  
In a subsequent class, the following project was 
assigned: 
 
1) For this project you will create a Discord 

Server for a physical therapy office so that 

staff members and patients can exchange 
general health and wellness advice. 
Participants may include the office manager, 
receptionist, patients, etc.   

  
- The group wants to share nutrition tips, 

recipes, and ideas for healthy eating. 

They also want to recommend fitness 
workouts and outdoor trails to each other 

and suggest local shops and restaurants 
that cater to health-conscious individuals.  

    
- Some members of the office staff want to 

be able to monitor the server, delete 
inappropriate content or inadvertent 
disclosures of personal health 
information, and remove any members if 
necessary. 

   
2) Create a Discord server for this purpose and 

submit a writeup that includes the following: 
 

- List of at least 6 roles that will be utilized 
by your server.  

 
- List of at least 6 channels that will be 

available to your members. Briefly 

describe the purpose of each channel. 
Some may be private – but specify which 
ones and which roles can access them. 
 

- List of at least three categories and which 
channels they will contain. 

 

- List of permissions assigned to each role. 

Briefly explain the reason for assigning 
such permissions. 

 

- Email the URL for your server to the 
instructor and add the instructor as an 
administrator.  

 
The physical therapy scenario can be replaced by 
a similar one – doctor’s office, law office, day-care 
center, etc.  Another alternative is to offer 

students the opportunity to choose one of many 
scenarios or create their own scenario. Section 6 
describes student feedback and survey results. 
 

4. INTRODUCTION TO  
CLOUD COMPUTING COURSE 

 
This is an upper sophomore/junior level course 
that is meant to introduce cloud-based 
applications and programming to students. It is 
required for all CIS majors. The only prerequisite 
is our one-term introduction to programming 
course which covers the Python programming 

language. 
 
Over the past few years, communications 
platforms such as Microsoft Teams, Slack, and 
Discord have increasingly been adopted by 
organizations of all sizes. Students in our 
program will very likely utilize one or more of 

these platforms during an internship, part-time 
job, or as a member of a student club. These 

systems are cloud-based and allow the creation 
of programs, called bots, that can interact with 
users of the platform.  
 

Discord API 
Discord allows developers to create programs, 
usually referred to as bots, that can interact 
independently (don’t need constant human 
monitoring) with the platform. Bots typically 
provide utility functionality such as generating a 
nightly server activity report, monitoring a chat 

stream for inadmissible language, or replying to 
simple questions posed by users. Bots that 
receive user-generated text and then reply, in 
real-time, with a meaningful text response, are 

frequently referred to as chatbots (Adamopoulou 
& Moussiades, 2020). 

 

Discord, Slack, and Teams all provide an API that 
can be used to create bots. One does not need a 
programming background to add a bot to a 
server. Many types of pre-built bots exist, and 
they can be easily added by a server’s 
administrator. Some of the most popular bots are 

those that automatically perform routine 
operations such as greeting new users or 
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reposting content from social media (Twitter, 

Instagram, etc.) to a specific channel. These bots 
are typically created by third parties and are not 
necessarily vetted or pre-approved by the Discord 

company. When a server administrator requests 
a bot be added to their server, the Discord server 
will reveal which permissions the bot is 
requesting. The administrator must use their 
discretion to decide if the bot should be allowed 
to run with the requested permissions. 

 

The Discord API is based on REST (Fielding & 
Taylor, 2002) and WebSockets (Melnikov & Fette, 
2011). However, Discord does not recommend 
using the API directly, as it is “complex and fairly 
unforgiving” (Discord API, 2023). Instead, bot 
developers typically utilize code libraries that 

provide an easier-to-use class and/or function-
based interface to the API.  The Discord company 
does not provide code libraries to utilize the API. 
Nevertheless, several well-supported, third-
party, free, and open-source libraries are 
available for many programming languages. 
These code libraries abstract away many of the 

low-level details of the underlying communication 
between the user’s program (the bot) and the 
server.  Discord does provide a list of code 
libraries (Discord Code, 2023) that it has vetted 
for valid API rate-limit implementations. These 
limits, which place a cap on the number of API 
requests a bot can make per second, will likely 

not be of concern to students as the quotas are 
generous and are essentially meant to prevent 

abuse or service overloads by bots with a large 
user base. 
 
Project Description 

This course contains a cybersecurity component 
that provides a high-level overview of some of the 
cloud-relevant secure computing concepts 
outlined in the IS2020 Competency Model (Leidig 
& Salmela, 2020). To help reinforce and apply this 
material, a cybersecurity-related bot project was 
chosen instead of a chatbot. This project was 

inspired by a class lesson/discussion on 
cybercrime and botnets. 
 
A botnet is a network of compromised computers, 

called “bots”, that are under the remote control 
of a human operator who is referred to as the 
“botmaster” (Feily et al., 2009). So as not to 

confuse the reader with the two uses of the term 
“bot” (innocuous program interfacing with the 
Discord server vs. a compromised computer), the 
term “zombie” (Cooke et al., 2005) will be used 
to refer to the compromised computer that is part 
of a botnet. 

 

There exists a wealth of literature on botnet 

history, uses, architecture, defense, and 
detection (Bailey et al., 2009; Cooke et al., 2005; 
Feily et al., 2009; Vormayr et al., 2017). 

Therefore, only the project-relevant aspects of 
botnets will be discussed in this paper. 
 
A botnet can be thought of as a form of 
distributed computing. The botmaster issues 
commands to all participating computers 
(zombies) via some command and control (C&C) 

mechanism. The actual C&C mechanism depends 
on the level of sophistication of the botnet but can 
be as simple as an internet relay chat (IRC) 
channel or social media account (Pantic & Husain, 
2015) or as complex as a peer-to-peer network 
hidden via the TOR anonymizing network 

(Casenove & Miraglia, 2014). Although this 
description of a botnet may make it appear to be 
rather benign, the term botnet has a strong 
association with cybercrime and other malicious 
activity. 
 
Probably the most publicized and well-known use 

of a botnet is for distributed denial of service 
(DDOS) attacks against websites or other 
Internet-based services (Hoque et al., 2015). 
These attacks inundate a set of IP addresses, 
belonging to a targeted organization, with 
network traffic in an attempt to prevent or slow 
legitimate access to the services provided by the 

target. DDOS attacks have been utilized for 
things as trivial as eliminating an opponent from 

an online game to serious crimes such as online 
blackmail and critical service disruption. Other 
uses of botnets include sending spam and crypto-
currency mining (Sood & Enbody, 2013). 

 
A victim computer (zombie) almost always joins 
a botnet involuntarily. This usually occurs when 
the user of the victim computer is tricked into 
executing some malicious code via a phishing e-
mail, instant message hyperlink, or other form of 
infection. Once infected with the malicious code 

the zombie typically contacts the botmaster via 
the C&C mechanism or other prearranged 
communication channel, and then awaits 
commands from the botmaster.  

 
For this project, each student designed a Discord 
bot that functioned as a zombie – accepting 

commands issued by the botmaster (the student 
entering commands into Discord). Upon startup, 
the zombie first connects to Discord. This 
connection allows the zombie to contact the 
botmaster – Discord acts as the C&C mechanism. 
On initial connection to Discord, the bot sends its 

“ID” (a small randomly generated sequence of 
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characters and numbers), an IP address, and 
operating system name (e.g. “Windows 10”, 
“Android”, etc.) to the botmaster. Both the IP 
address and operating system name are 

randomly generated – they are sent to Discord to 
illustrate the type of information collected by 
botmasters upon initial infection of the zombie. 
The zombie then awaits botmaster commands 
from the botmaster.  
 
Figure 2 illustrates the botmaster to zombie 

communication process. The student (botmaster) 
issues commands. Each command is forwarded 
by Discord to the zombie (student-created bot), 
which is listening for botmaster commands in a 
specific channel (step 2). The zombie parses the 

command and then simulates the corresponding 

action (step 3). 
  
Some of the botnet commands the students were 
required to simulate are listed in Table 1 (all 
commands can be found in the project 
documentation). Each command has one or more 
required arguments that are specified along with 

the command – just like the specification of 

arguments to shell commands.  Arguments are 

separated from the command and each other by 
one or more spaces. For example, the botnet 
command “Traffic victim.com:80” instructs the 

zombie to simulate the sending of traffic to 
victim.com on port 80 (as part of a DDOS attack). 
The student-implemented zombie does not send 
network traffic (spam, etc.) to externally targeted 
services. Instead, to mimic the generation of 
malicious traffic, HTTP requests are sent to a local 
(on the student’s computer) running instance of 

Python’s bundled HTTP server. By default, all 
requests received by the HTTP server are 
displayed in the HTTP server’s terminal window – 
allowing the student to view the zombie-initiated 
requests as they are generated.  
 

A sample botmaster and zombie interaction is 
shown in Figure 3. Upon startup, the zombie 
sends its randomly generated bot ID, IP Address, 
and operating system to the botmaster via 
Discord. The botmaster requests the zombie to 
send network traffic to victim.com on port 80. 
This is simulated by sending requests to a locally 

running HTTP server. Requests received by the 
HTTP server are displayed in a terminal window 
(right-hand side of Figure 3). A true DDOS attack 
would utilize many such zombies to inundate the 
targeted host with network traffic. The Findhash 
command, also shown on the left-hand side of 
Figure 3, asks the bot to search its locally cached 

list of commonly used passwords to “crack” (find 
a match for) the supplied SHA256 hash. In this 

case, the zombie found a match on the string 
“password123”.   Real botnets would likely utilize 
more advanced forms of hash cracking/matching 
(Dev, 2013). 

 
Based on student programming and computer 
security background, the project can be expanded 
to include more sophisticated zombie behavior, 
coordination, and simulation of botnet 

Figure 3: Botmaster to Zombie 
Communication 

Figure 4:Sample botmaster and zombie interaction via Discord 
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commands. Possible enhancements, inspired by 

the botnet literature, include encrypted 
botmaster and zombie communication, using the 
TOR anonymizing network for botnet 
communication, channel or server hopping based 
on prearranged functions, and generation of 
“cover” traffic to hinder C&C mechanism 
discovery. 

 
Although this project utilized only one zombie it 
is certainly possible to have multiple bots 
(zombies) join a Discord server, allowing for 
project additions such as those described in the 
previous paragraph.   

 
Preparation 

One course session, an hour and fifteen minutes 
in length, was devoted to introducing the topics 
and sample code needed for Discord bot creation. 
Before the start of this session, the students were 
required to complete, as a homework 

assignment, readings and exercises that 

introduced Discord. This is the same intro 
material that was utilized for the Data Privacy 
course project. 
 
It is best to access the Discord API by utilizing one 
of the freely available, open-source, rate-limit 
vetted code libraries. For the Python 

programming language, several such libraries 
exist. By far the most popular (as measured by 
GitHub “stars”) is discord.py (Rapptz, Danny, 
2015/2023).  
 
Figure 4 shows the code for a very basic bot that 

utilizes discord.py.  This bot, once connected to a 
Discord server, will display a “Bot logged in as” 

message in the terminal window. The bot will then 
receive messages that users send to the Discord 
server. If the bot receives, via Discord, the string 
“$hello”, it will respond to the message’s author 
with a “Bot welcomes” greeting. Note that each 

Command Argument(s) Description 

Update URL Simulate updating the zombie executable with 
the one specified by the URL. 

Traffic IP_Address:port 
or 
Hostname:port 

Simulate a DDOS attack against the specified 
IP_Address (or hostname) and associated port. 

Findhash Cryptographic_Hash Simulate the behavior of a zombie being assigned 
to password cracking or cryptographic hash 
matching.  

Mail Email_type,  
Email_address 

Simulate a zombie sending phishing email of the 
specified type (banking, payment_request, 

password_reset, etc.) to the user with the 
specified Email_address. 

Table 1: Sample Botnet Commands  

Figure 4: Slightly modified version of the basic bot code that appears on the discord.py 
documentation webpage (Rapptz, Danny, 2015/2023). 
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message sent to the bot is automatically 

accompanied by associated metadata, allowing 
the bot to incorporate the message author’s 
username. 

 
As part of a series of in-class exercises, students 
were asked to make incremental changes to this 
code to expand the bot functionality. Each 
exercise required the student to modify and then 
test the code via Discord server interaction. The 
exercises culminated in the creation of a bot that 

performed basic calculations (addition, 
subtraction, etc.) at the request of a user. The 
botnet project was assigned after the preparation 
materials and associated exercises were 
completed.  
 

5. RELATED WORK 
 
This section provides a literature-based survey of 
the methods (assignments, exercises, or 
projects) utilized to introduce or reinforce the 
topics of access control and botnets.  
 

Courses requiring software development skills, 
such as software engineering or operating 
systems design, typically approach access control 
projects from an implementation angle – 
requiring students to either audit or write the 
code that implements a particular access control 
mechanism (Luburic et al., 2019; Nieh & Vaill, 

2005; Petullo et al., 2016). A similar approach 
has been taken by database management and 

design courses (Yang, 2009). In this case, access 
control features (users, policies, roles, etc.) are 
implemented or audited using the database 
management system’s tools. 

 
Lab-based access control exercises are frequently 
found in system administration and cybersecurity 
courses (Du et al., 2010; Hay et al., 2008; Hu & 
Wang, 2008). These lab exercises require the 
student to implement, via operating system tools 
or features, various forms of access control on 

system resources such as networks or external 
storage. The use of these tools may be reinforced 
by team-based capture-the-flag competitions 
(Eagle & Clark, 2004) in which students attempt 

to either breach or defend computing resources 
(Chothia & Novakovic, 2015; Mirkovic & Peterson, 
2014).  

 
Two freely-available software-based tools have 
been developed to allow an individual to create, 
visualize and query RBAC (Wang et al., 2015) and 
MLS (Wang et al., 2014) access control policies. 
The student uses a simple point-and-click 

interface to create, interact with, and modify a 

graph-based visualization of the policy. The 

software can be used to verify policy constraints. 
 
A less formal approach to access control training 

can be found in CyberCIEGE, a video game 
intended to support education and training in 
computer and network security (Cone et al., 
2007).  The game employs resource management 
and simulation to illustrate information assurance 
concepts for education and training (Thompson & 
Irvine, 2014). Access control is only one of the 

topics covered by the game (CyberCIEGE 
Scenario Listing, 2023). 
  
Botnet projects and lab exercises run the gamut 
from passive to active. Lab exercises on the more 
passive end (Dias et al., 2017; Hay et al., 2008) 

focus on watching a “harmless” botnet (which 
doesn’t contain exploit code) in action by utilizing 
packet sniffers and network visualization tools. 
Due to the distributed nature of botnets, the lab 
exercises are conducted on virtual machines and 
bots are prevented from spreading to the external 
network. In these lab exercises the student plays 

the role of the botmaster issuing commands to 
the zombies via an IRC server that is distributed 
as part of the virtual machine images. Another 
variation of this lab exercise replaces the 
“harmless” botnet code with “real” botnet code 
(Hannah & Gianvecchio, 2015). 
 

The second type of botnet lab exercises and 
projects focuses on modifying the botnet 

codebase to introduce new features such as 
additional infection methods or new client 
information capture (DeCusatis et al., 2021; 
Vergos, 2011).  

 
6. ADDITIONAL DISCORD-RELATED 

PROJECT IDEAS 
 

We believe that Discord’s popularity, availability, 
and content make it a rich source for student 
projects. Since it is fundamentally a 

communications platform, chatbots are the most 
obvious type of project that can be assigned 
(Cerezo et al., 2019; Raglianti et al., 2022). 
 

The desktop Discord client caches, on disk, much 
information about a user’s session (Iqbal et al., 
2021). This is done to minimize the amount of 

bandwidth utilized during a Discord session. This 
cached information can form the basis of digital 
forensics-based projects. 

 
Discord’s popularity among the Non-Fungible 
Token (NFT) and cryptocurrency community 

(Sharma et al., 2022) may provide a good source 
of data to analyze what might be involved in 
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launching and maintaining a successful NFT 

project. This community is frequently the target 
of scammers and cybercriminals (TRM Labs, 
2022)– this malicious activity generates Discord-

based text and links that can also be extracted 
and analyzed by students.  

 
7. STUDENT FEEDBACK AND DISCUSSION 

 
We have been utilizing Discord-based projects 
since the Spring 2022 term. Overall, about half 

the students report having previously used 
Discord. This number is slightly higher for 
students taking the cloud computing course. 
Nevertheless, none of the students reported any 
difficulty completing the exercises/tutorial that 
introduced Discord and server creation. 

 
The Data Privacy project was initially assigned as 
a group project to be completed during one in-
class session. However, based on post-project 
student feedback, it was converted to a single 
student project and split over two class sessions. 
This gave the students more time to think about 

the project and they did not have to worry about 
delegating tasks to different members of the 
group. After these changes were implemented, 
most students strongly agreed that the project 
improved their understanding of how role-based 
permissions are an important part of an 
organization’s privacy protection program. 

 
Cloud Computing course students were given one 

week to complete the project. Each student had 
to complete the project on their own - this was 
not a team-based project. Students were 
encouraged to contact the instructor if they 

experienced any code errors that prevented them 
from making progress on the project. Only about 
a quarter of the students contacted the instructor 
with code-related error issues. Most of these 
errors had to do with the improper use of the 
Python hashlib module. This module provides an 
interface to several secure hash and message 

digest algorithms. Based on this experience, and 
student feedback, additional course time will be 
devoted to proper use of this module. In a post-
project survey slightly under 75% of the students 

reported that they liked working on the project – 
using words such as “fun”, “enjoyed” and “great” 
in their response. Slightly under 80% of the 

students agreed with the statement that the 
project helped them improve their understanding 
of the project-relevant computer security topics. 

 
All project-related materials are available for 
download 

(https://github.com/marcwaldman/discord_rbac
_botnet). The scenarios utilized in, and the 

components of, both projects can be tailored 

based on student background. 
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